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ABSTRACT
\ 4859

This set of five volumes has been compiled by the Aerospace Division of
the Westinghouse Defense and Space Center, Baltimore from studies per-
formed under contract NAS r-121 by Cornell Aeronautical Laboratory, Inc.,
under contract NAS w-469 by the Raytheon Company, and under contract
NAS w-460 by the Aerospace Division of Westinghouse, and involves ana-
lytical data relative to the development of spaceborne detection, tracking,
guidance, and navigational systems for use in manned or unmanned
vehicles. The studies were conducted using paragraphs 3.4.3.1 and 3.4.3.2
of Mil-D-8684A (Aer) as a guide.

This Volume I is a summary volume; Volume II presents the Problem
Definition, Volume III presents the Analytical Solution for the lunar mis -~
sion. Volume IV contains both the Problem Definition, Analytical Solution,
and Appendices for Earth Orbital Rendezvous. Volume V, the Analytical
Supplement, contains the appendices to Volume III.

This volume, Volume I, contains the principal assumptions, results, and
recommendations of the overall study.
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SUMMARY

This Volume I (Summary) is one of five volumes which, together, con-
stitute the '"Advanced Spaceborne Detection, Tracking, Navigation, and
Guidance Systems Compilation Report'' compiled for the Marshall Space
Flight Center by the Aerospace Division of the Westinghouse Defense and
Space Center, Baltimore, under Contract NAS8-11205. This report is com-
piled from the results of three parallel studies conducted independently by the
Cornell Aeronautical Laboratory, Inc., Buffalo, N.Y., the Missile and
Space Division of Raytheon Company, Bedford, Mass., and the Aerospace
Division of Westinghouse Defense and Space Center, Baltimore, Md. These
studies were performed primarily to determine sensor requirements for
advanced space missions for the immediate post-Apollo time period and were
conducted along guidelines furnished by Mil-D-8684A (Aer), paragraphs
3.4.3.1and 3.4.3.2

This volume, Volume I, contains the principal assumptions, results,
and recommendations of the overall study and is a summary of the study
compilation as contained in the remaining four volumes.

Volume II contains the problem definition for the study and, in par-
ticular, for the lunar mission and shows the development of specific
analytical models from the original contract requirements.

Volume III contains the analytical solution for the lunar mission.
Specific guidance system models are analyzed and navigation sensor
requirements are developed for five major phases of the manned lunar
mission. Many of the results are also applicable to the unmanned lunar
mission.

Volume IV contains those areas of the study applicable to earth orbital
rendezvous and contains its own problem definition, in the main, and its
own analytical solution and appendices.

Volume V contains the appendices to Volume III. These appendices
constitute an analytic supplement and contain, in Appendix A, a general
discussion of mathematical techniques used, and in the succeeding ap-
pendices, detailed mathematical techniques as applied in turn to each of
the phases of the lunar mission.
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Each volume contains its own bibliographical references. In addition, an
overall compilation report bibliography is given at the end of this volume.

In Section ! of this volume a brief summary of the study method is given
and the purpose and contents of the Part I, Problem Definition, and Part II,
Analytical Solution studies is discussed.

In Section 2, Midcourse Guidance, the problem statement and principal
assumptions are given, principal results are shown in terms of the effects

of various errors, and conclusions are drawn in subsections 2.10 through
2.15.

Section 3 summarizes the Lunar Parking and Descent Orbits studies.
The principal assumptions are stated in subsections 3.1 through 3.3, results
are given in subsection 3.4, and conclusions and recommendations are
given in section 3.5.

In section 4.0 a complete summary of the Lunar Landing phase is given.
The overall study as it applied to the Landing Phase is summarized in
subsection 4.1. The principal assumptions are given in subsections 4.2,
4.3.1.1, and 4.3.1.2 for a linear predictive guidance model, and in sub-
sections 4.3.2.1 and 4.3.2.2 for a proportional navigation guidance model.
Results are given in subsection 4.3.1.3 for the linear predictive study and
in 4.3.2.3 for the proportional navigation study. Overall conclusions for
the Lunar Landing phase study are given in subsection 4.3.2.4.

Section 5 summarizes the Lunar Ascent Phase, and Section 6 sum-
marizes the Lunar Rendezvous Phase.

The earth orbital rendezvous study, contained in Volume IV, is sum-
marized in this volume in Section 7. The rendezvous mission is separated
for analysis into four phases: injection, midcourse, active rendezvous, and
docking. Injection is examined with respect to allowable injection
accuracies; midcourse, a passive phase, is examined with respect to
navigation sensor errors; and docking is not examined. To study active
rendezvous, three different guidance models are employed: a continuous
variable level thrust system using modified proportional navigation; an
on-off constant thrust level system, automatically controlled; and an on-off
constant thrust level system, pilot controlled. Assumptions for all phases
and systems are given in subsections 7.1 through 7.3. Results and con-
clusions are given for all systems in subsections 7.4.1 through 7.4.4. A
conclusions summary is given in subsection 7.5.

All statistical quantities are rms (10) unless otherwise stated in these
volumes.

xiv




1. INTRODUCTION

A general objective approach to the determination of system requirements
and specifications is used in conducting this study. Rather than assume that
certain types of equipment might operate together in a proposed configuration,
and then determine by analysis whether it would operate satisfactorily under
certain conditions, this study first defines the basic problems with respect
to the goals to be realized, to the constraints imposed by physical laws and
natural phenomena, and to the possible mathematical solutions to the
problems. This type of study, which has been used for several years in the
design of complex weapons control systems for the Navy, develops basic
specifications on the system and its subsequent mechanization. The study
methods, refined with experience, were eventually defined by the Navy in a
Military Specification MIL-D-8684A, paragraph 3.4.3, Engineering Report.
Excerpts of this portion of the MIL Spec are given below:

3.4.3.1 Problem Definition (Part I)

a. Complete listing of all fixed inputs: tactical, environmental, logistic.

b. Complete definition of problem requirements.

3.4.3.2 Analytical Solution (Part II)

a. Analytical operation on the problem requirements of Part I.
b. Optimum solution of the problem, complete system description.

3.4.3.3 Mechanization Report (Part III)

3.4.3.4 Verification Report (Part IV)

The problem definition identifies the goals that a system must meet, the
physical laws and constraints, and the methods which may be used for
analysis. The analytical solution concerns a somewhat ideal, nominal
solution, as well as parametric studies of variations about nominal values.
It is important, however, that specific types of equipment are not con-
sidered in this phase of the study. The mechanization study considers
possible devices - old, new, or to be created - which will make the analyti-
cal solution feasible. These studies result in a prototype design. Finally,



the verification studies consist of a series of experimental tests on a proto-
type of the mechanized system, or its subsystems, to illustrate that the
actual system meets the specifications derived and specified in Part II of the

study. The effects of differences between the actual and theoretical systems
are also evaluated.

Systems studies, organized in this way, often indicate such things as basic
system problems which must be solved independently of the type of mechani-
zation used, and new research and development projects on subsystems and
devices which would provide significant increases in system performances.

The study to be described herein is based on Parts I and II only; Parts
III and IV were not initiated. The Part I study began with visits to various
NASA centers to learn what had been done in this area of study and what
information and analytical techniques were available to avoid duplication of
other efforts. Based on information obtained and literature surveyed, areas
were established for a general determination of sensor accuracy require-
ments. With the help of NASA, an order of mission priority was established
as follows:

1. Manned Lunar Mission

2. Earth Space Station Rendezvous
3. Unmanned Lunar Mission

4. Interplanetary Mission

The manned lunar mission, with results in some cases applicable to the
unmanned lunar mission, and earth space station rendezvous were selected
for a detailed phase-by-phase analysis. The remaining portions of the Part
I study include definition of constraints such as injection errors, possible
figures of merit for study evaluation, study limitation to navigation sensor
requirements, and choice of trajectories; selection of variable quantities
such as observables, sensor error ranges, nominal trajectories, and initial
and terminal conditions; and selection of general methods of analysis for the
Part II study.

The Part II study, or Analytical Solution, based on the Part I Problem
Definition evolves specific mathematical guidance system models and
uses these for analysis of sensor error using a variety of mathematical
techniques. The principal assumptions, results and recommendations of the
overall Part II study are presented in succeeding sections of this volume.




2. MIDCOURSE GUIDANCE

2.1 PROBLEM STATEMENT AND GEOMETRY

Sensor requirements were determined for onboard navigation of spacecraft
on lunar trajectories where midcourse is defined as that period between boost
from an earth orbit and injection into lunar orbit, as shown in figure 2-1.
This figure shows a typical trajectory requiring a 63.9-hour flight to
achieve a periselenum of 133 km. The observation data, which consist of
measurements of the space angle between some star and either the earth
or moon, are also illustrated in the figure. These data are processed on-
board the spacecraft to determine commands for the midcourse corrections.
These impulsive velocity midcourse corrections are applied several times
to reduce the indicated miss distance at periselenum.

2.2 MINIMUM VARIANCE EQUATIONS AND COMPUTER PROGRAM

In determining the sensor requirements it was assumed that the minimum
variance procedure® was used to weight the observed data in order to obtain
an updated trajectory estimate. The three fundamental equations of this
recursive process are shown in table 2-1, The orbital estimate of state
after each measurement consists of the predicted state, plus some

A
increment, K[ y - H X 1

y, and the predicted measurement, H4>)_(

Zx-1
, which depends on the actual measurement,

1 The weighting factor K, varies
inversely with Q, the assumed instrument variance; consequently less weight
is put on each measurement if there is little confidence in the instrument

accuracy.

The computer program used in this study consisted of statistical analyses
of space flights on which system parameters and trajectories were varied.
The inputs (variables) and outputs of this program are:

0

* A recursive method of estimating the state of a dynamic process, developed
by Kalman (Ref. 2-1) and first applied to space navigation by Smith and
Schmidt (Ref. 2-2).



Inputs

Nominal trajectory

Number, timing, and type of
observations and corrections
Initial errors

Measurement errors
Landmark errors

Outputs
r = rms position deviation from
nominal
v = rms velocity deviation from
nominal

~ 3 3 . .

r = rms position estimation error
¥ = rms position estimation error
A

Velocity correction errors 2ZAv = total of rms velocity corrections
y
T+0 MRS
X 20 K] 10 05105 kM WL EARTH X
il RN v L T >
SUN DIRECTION
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Figure 2-1, Geometry of Midcourse Guidance
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TABLE 2-]

MINIMUM VARIANCE EQUATIONS FOR NAVIGATION

I) Estimation Equation:
A A
x = bx

'y A

+K (y-Héx )

k-1 k-1

T—Estima.te based on k-1 measurements

Measurement

Weighting vector

LT siti rix from t to t
ransition matrix k-1 K

— Estimate based on k measurements

II) Weighting Vector:

K = PHT {HPHT +Q -1

L Measurement noise

III) Covariance Matrix of Errors in Estimate:

T
Pl ® ¢k+1 [ P- IEHP]“’ k+1

Est, Deviation Vector:

[/\ AN N AN A /.\]T
§=6X6Y6Z6X6Y62

Measurement Geometry Row Matrix:

H[% 8L oL 000}

90X 09Y 09Z

Covariance Matrix of Injection Errors:
P = E{ be X F
o —0 =

NOTE: All quantities are time-varying except Q, but are evaluated at t
unless otherwise noted.

k
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2.3 GENERAL DISCUSSION OF GUIDANCE SCHEDULING RESULTS

To generate sensor requirements, some analysis of the guidance
scheduling problem was necessary. Figure 2-2 illustrates some of the
important principles of navigation by use of measured angles between
celestial bodies. These principles are as follows:

a. The efficiency of an angle measurement in reducing the absolute
position uncertainty is inversely proportional to range. This is shown in

figure 2-2a where %% > a%% and the reduction in uncertainties in the X
X2 X
direction is proportional to %}% From this, it is evident that midcourse

navigation at distances on the order of 100, 000 km requires much tighter
accuracy than orbital navigation requirements.

b. Figure 2-2b shows that uncertainties are reduced most in a
plane perpendicular to the sightline of the planet involved in the measure-

ment. Thus, :—}§> :}E' shows that the uncertainties in the X direction
are reduced more than those in the X' direction. Also 9 - 0, showing

oY
that there is no reduction in uncertainties along the sightline to the planet.
This is significant in lunar midcourse, since the sightline to the moon
rotates very little during the flight and it is very difficult to remove errors
in this range direction by angle measurements.
0%y 19

c. Figure 2-2c shows that since —¢— = —5x—, any star sightline in
the plane (of the figure) would be equally efficient in reducing in-plane
uncertainties. Since uncertainties are greatest in the trajectory plane,
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Figure 2-2, Principles of Optical Measurement Selections
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any star in the trajectory plane could be used for most of the measurements
with nearly equivalent results. Thus, since complicated star schedules
and optimizations are not required for sensible guidance, the primary
constraints on choice of stars for guidance will be visibility and
recognizability.

With regard to timing of velocity corrections, it is clear that making
corrections later in the flight reduces the miss distance at the cost of fuel.
However, it was found that the final velocity correction could be made only
2 hours before periselenum without greatly increasing the magnitude of this
correction,

2.4 SUMMARY OF SCHEDULING RUNS AND NOMINAL SCHEDULE

Preliminary computer runs were made to generate a typical guidance
schedule to be used as a standard throughout the study. These runs indicated
that scheduling is not critical as the ""optimum' seems rather broad, and that
reasonable results could be obtained with three velocity corrections, and that
a total of about 45 measurements is near-optimum with a sensor of 10 arc-
second accuracy,

As a result of these computer runs, standard schedules were adopted for
the 72-hour and 63.9-hour trajectories. The schedule for the 72.2-hour
trajectory, illustrated in figure 2-3 was considered the standard for
parametic variations made in the study. Note that most of the measurements
are made near the planets where the range is short and the sightline
rotates rapidly. The velocity corrections are made at 11, 34, and 70 hours.
This schedule is not exactly optimum, as it was later shown, but was
considered standard for purposes of this study.

Figure 2-4 shows a time history of the reduction in expected position
uncertainty on a 72-hour lunar flight using the standard schedule shown in
figure 2-3 and standard system parameters defined in table 2-2. The
impulsive drop at each pip represents the reduction in position uncertainty
obtained by that measurement. Note that after periods when a particular
measurement has not been made for some time, this measurement will
sharply reduce uncertainties. Note also the sharp reduction in uncertainty
in the vicinity of the moon due to the short range and rotating sightline.

Subsections 2.3 and 2.4 deal with some general problems of midcourse
navigation by optical angle measurements. In subsection 2.5 some specific
numerical results on system requirements are generated by showing the
results obtained by varying the system parameters around the standard values
listed in table 2-2,
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2-7



AjutelI9oUu[) UOT}ISO UT UO1IdNPaY Jo AI03sTH SWlL ‘$-2 2and1q

S

Z-

BA-VYPL9I
QL 9 09

SHNOH ‘NOILD3PNI

£C

SE

ot

NOYd 3ANLL
Ge

02

¢« O S

»

77

(o]

oe

3

MIfllmO_llli_

_><

o0

ov

SLNSK YViS - NOONW

SLNSK YV1S - Hi1YVY3
SNOLLOIYHOO LSNYHL
SNOILVAN3SE80

] |

>wsE

0s

09

W ' ALNIVIYIONN NOILISOd SWY

2-8




TABLE 2-2

LIST OF STANDARD SYSTEM PARAMETERS
USED AS REFERENCES FOR COMPARISON

Number of measurements: 45
Number of corrections: 3
Accuracy of optical instrument: ¢ = 10 arc-seconds,rms.

Accuracy of correction errors:

Percentage magnitude o= 1%, rms.,

Pointing error oy = .05 degs., rms.

cutoff errors g, = .1 m/s, rms.
Initial error:

Position r0 =2.76 km, rms.

Velocity v, = 4,24 m/s, rms.
Reference (landmark) errors:

Earth k1 = 1.6 km, rms,

Moon kZ = 0,8 km, rms,

2.5 EFFECT OF SENSOR ACCURACY ON GUIDANCE SYSTEM
PERFORMANCE

Figure 2-5 shows how variation of 0, the instrument accuracy, affects
the terminal guidance parameters which are r and v, the rms position and
velocity miss, ZAv, the total rms correction velocity and ¥ and ¥, the rms posi-
tion and velocity estimation errors at the nominal periselenum of the 63.9
and 72. 2-hour trajectories. The miss distance and fuel costs increase
sharply with increasing instrument error. However, the estimation errors,
¥ and ¥, are not nearly so critical because these errors are primarily de-
termined by the last few measurements before periselenum, which are made
at short ranges. At these ranges, rms sensor errors on the order of 10 arc-
seconds are insignificant compared to timing and landmark uncertainties.
These results suggest that a somewhat poorer (than 10-arc-secs) sensor could
be used if the additional cost and complexity of making a large correction near
periselenum could be tolerated.
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It is important to note that r, the rms miss distance shown on figure 2-5, is
the total miss for a fixed-time-of-arrival guidance system. Since most of
this miss is in a downrange direction, the altitude and cross range misses
are only about 0.2r and 0. 1r. Errors in timing the measurements were
not considered in the computer program because analysis indicated that
measurement timing errors no greater than 1 second during most of the
flight and 0.1 second on the last few measurements would have negligible
effect,

2.6 EFFECT OF CORRECTION ACCURACY ON GUIDANCE SYSTEM
PERFORMANCE

Although instrument errors sharply affected guidance system performance,
the same is not true for velocity correction errors like the standard rms values
assumed in this study, which are 1 percent in magnitude, 0.5 degree in
pointing, and 0.1 m/sec in cutoff accuracy. Figure 2-6, shows that
even tripling all of these errors does not greatly degrade system performance
because the primary source of error on each velocity correction, is the
trajectory estimation uncertainty rather than the error in making the
correction. This would not necessarily be true if ground tracking were
used, due to the finer trajectory estimate that is possible,

2,7 INITIAL ERRORS

The translunar injection (from earth) errors assumed in the standard case
were 2.76 km in position and 4.25 m/sec in velocity. Doubling these initial
errors nearly doubled the correction velocity required, but had little effect
on deviations or estimation errors at periselenum, indicating that initial
conditions have little effect on the trajectory estimation (see table 2-3),

TABLE 2-3

EFFECT OF INJECTION ERRORS ON TERMINAL CONDITIONS

r (km) | v (m/sec) P (km) | ¥ (m/sec)|ZA v (m/sec)

Standard Errors* | 16.8 12,1 2.38 1,50 24.3

Doubled Errors* 18.0 13,2 2.42 1,52 40,9

% - All quantities are rms values
2.8 LANDMARK AND HORIZON UNCERTAINTIES

The rms uncertainties in defining the horizons of the earth and moon
were assumed to be 1. 6 km and 0. 8 km respectively. Doubling these
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errors had little effect on miss or fuel requirements (r, v, or ZAv) but
did significantly increase estimation errors (r and v) as shown in table 2. 4.

TABLE 2-4

EFFECT OF LANDMARK AND HORIZON UNCERTAINTIES
ON TERMINAL CONDITIONS

r (km) | v (km) T (km) | v (km) ZAv (m/sec)
Standard Errors* | 16,8 12,1 2.38 1.50 24.4
Doubled Errors™* 18. 7 13.0 3.68 2.23 24,7

* - All quantities are rms values.

2.9 SYSTEMATIC ERRORS

Only random errors were considered in the computer program. However,
results of other studies (e.g., Ref. 2-3) indicated that:

a. The mostimportantastrodynamic error is the uncertainty in
K the moon's gravitational constant, which will have a measurable

effect., However, this uncertainty may be reduced by the tracking of lunar
probes before any manned lunar missions are attempted.

b. Bias errors of a certain magnitude will have an effect similar to
random errors of the same magnitude,

C. Systematic errors may be reduced in the same way that random
errors are, but at the expense of computing complexity.

2.10 EFFECT OF TRAJECTORY VARIATIONS

It was found that variations intrajectory parameters such as mission
time, plane orientation, and periselenum attitude had some effect on
guidance system performance, but not enough to make guidance system
requirements a function of these parameters.

2.11 COMPARISON OF SINGLE AND DOUBLE-ANGLE MEASUREMENTS

Results discussed in previous subsections assumed that each measurement
consists of the angle between some star sightline and a planet landmark or
horizon, Another method is to measure the altitude and elevation of a
planet in some inertial coordinate system defined by two stars. This



actually results in two angles being measured on each observation. The
results obtained with this type of observation are compared with single-angle
observation in table 2-5, It can be seen that the double-angle scheme,
despite having twice as much data, gives only small improvements in system
performance because most of these extra angle measurements provide in-
formation about uncertainties perpendicular to the trajectory plane and are
of little value.

TABLE 2-5

COMPARISON OF SINGLE-AND DOUBLE-ANGLE MEASUREMENTS*

Ay
Nr, Description r (km) | v (km) | T (km) v(m/sec) (m/sec)
6 |Single Angle~ 45%% 16.81 | 12.2 2.38 1,50 24,37
o =10 sec
53 |Double Angle- 45%% 15,38 [ 10,34 | 2,05 1.26 22.81
=10 sec
54 [Double Angle- 30%3% 19.68 | 12. 69 * * 24,00
=10 sec
55 | Double Angle- 20%% 21.81 |14,13 * * 25,24
oc=10 sec
140 |Double Angle~ 45%% 26,20 |17.82 | 2.51 1.55 28. 14
=20 sec

* - All quantities are rms values.
#*% - Measurements

2.12 REDUCTION OF MISS DISTANCE BY ADDING RANGE MEASUREMENTS

It was mentioned in subsection 2. 3 that optical angle measurements are in-
efficient during the part of the flight just before the third correction (at 70
hours) due to the lack of rotation of the sightline to the moon during this period.
The effect of adding range measurements to the optical guidance in this period
was investigated and the results are shown in figure 2-7. The curve shows
miss distance as a function of rms error in five range measurements which are
made at 69 hours from injection, with the miss without ranging (16. 8 km)
shown for comparison. Note that 10-km ranging accuracy at this time (16, 000
km distance) results in a halving of the miss distance. Assuming an optical

measurement device, the disc-measuring accuracy required at this range is
10 arc-seconds.
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2.13 POWER AND DISH-SIZE REQUIREMENTS FOR MICROWAVE
RANGING OFF LUNAR SURFACE

Since the desirability of ranging in midcourse is clear, consideration
was given to the possibility of microwave ranging off the lunar surface, but
the requirements are severe, Power and dish-size requirements for micro-
wave ranging off the moon are given in figure 2-8 for a simple pulsed
system.,

2.14 COMPARISON OF GROUND TRACKING METHODS AND ONBOARD
METHODS FOR MIDCOURSE NAVIGATION

A comparison of earth-based methods and the onboard methods analyzed in
this study for midcourse navigation was not attempted. However, results of
such a comparison in a recent, excellent reference (Ref. 2-4) indicate that:

a. Tracking methods are considerably superior for trajectory
determination due to the greater accuracy of the individual measurements
and the higher data rate,

b. Overall system performance is not greatly improved by using
earth-based tracking since the guidance system is limited by the velocity
correction accuracy,

2.15 SUMMARY OF RESULTS

A summary of requirements for the type of systems considered is given
below, including an indication of the importance of each item listed:

a. Instrument Accuracy - 10 arc-sec rms, significant penalty
(miss and fuel) for increasing.

b. Timing - one sec (in time), rms, 0.1 sec (in time) during terminal
phase of lunar approach. Primarily affects estimation errors.

c. Corrections - magnitude 1 percent, pointing = 0.5 degree,
cutoff = 0.1 m/sec; (all rms) not critical.

d. Injection -r =2,76 km, v = 4,24 m/sec were rms values used.
. e Q . .
Doubling these values increases correction fuel requirements due to larger

first correction, but makes little difference to terminal guidance accuracy.

e. Trajectory - choice of nominal trajectory evidently has little
effect on requirements,
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f. Stars - choice of stars for guidance was shown to have little
effect on system performance.

g. Horizon-Landmark - location of reference points on the moon
assumed known to 0,8 km, and earth to 1.6 km, Doubling these errors
affected miss distances only slightly, but increased estimation errors
significantly.

h. Use of Double-Angle Measurement - scheme gave little improvement
over single-angle measurements and would not be recommended if it is more
complex than measuring one angle.

i. Range - accurate to 10 km at 16,000 km (typical) and is
desirable. Requires 10 arc-sec measurement of planet disc.




3. LUNAR PARKING AND DESCENT ORBITS

This section describes the simulation of a self-contained onboard nav-
igation system which utilizes Kalman's (Ref. 3-1) minimum variance
estimation scheme in a vehicle orbiting the moon. By accounting for a num-
ber of practical navigation problems,this simulation has made it possible to
draw important conclusions about the system requirements and performance.

The application of recursive minimum variance filter theory to celestial
navigation was pioneered by Dr. Stanley F. Schmidt and his associates
(Ref. 3-2, 3-3) and by Dr. R.H. Battin (Ref. 3-4). Following these and
other related theoretical studies (Ref. 3-5, 3-6), some of the underlying
simplifications common to early investigations were examined in more detail
by Smith and McGee (Ref. 3-7) and by Gunckel (Ref., 3-8). This analysis
continues the investigation of the idealizations present in earlier publications
in a study which is directed toward the determination of sensor requirements
in the orbiting phase of a lunar mission,

3.1 VEHICLE FLIGHT PATH

The nominal lunar trajectory consists of a circular parking orbit,and, for
the landing vehicle, an elliptical descent arc of 90 degrees eccentric anomaly
(see figure 3-1). The landing vehicle begins its descent during the second
revolution in the circular orbit. Requirements for guidance accuracy during
this phase are defined by the allowable 3-0¢ errors at initiation of the landing
phase; i.e., 5 kilometers and 2.5 kilometers tangential and vertical error
respectively (see Ref. 3-9). Deviations of the actual trajectory from the
nominal are to be compensated by correcting the thrust to be applied at
initiation of the parking orbit and the descent arc. The thrust vector cor -

rections are to be computed from navigation data accumulated by an on board
monitoring system.

3.2 NAVIGATION AND GUIDANCE SCHEME

At the termination of a translunar midcourse trajectory the vehicle, using
fixed-time -of-arrival (FTOA) endpoint guidance, is injected into a parking
orbit nominally defined as in figure 3-1. At regular intervals along the park-
ing orbit, prescribed navigation measurements are taken and incorporated
into recursive minimum variance equations to obtain an updated trajectory
estimate. This operation continues until, after the last measurement, the
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estimated orbit and the desired future position are utilized to compute a
guidance command. At the proper time, the vehicle is injected (again,
using FTOA endpoint guidance) into an elliptical descent arc which is aimed
toward a preselected periselenum for landing initiation.

The primary observables selected as navigation aids are angles between
known stars (taken from Ref. 3-10) and the instantaneous local vertical, as
illustrated in figure 3-2. These observables are chosen in accordance with
considerations of accessibility, narrow field of view, low power, versatility,
and minimum auxiliary data requirements for processing the measured
readings. Two stars near the plane of the orbit are chosen, and a third star,
near the pole of the orbit, is used whenever the vehicle local vertical is near
the sightline connecting the star to the center of the moon. The utility of
altitude measurements is also investigated.

3.3 ANALYSIS AND SIMULATION

The approach taken for simulation of the orbital navigation procedure is
illustrated in figure 3-3. The program is arranged such that one member of
the ensemble is carried through the simulation, * concurrently with the lin-
earized statistical computations.

In this analysis, factors which can complicate the simulation are side=~
stepped wherever it is apparant that the outcome would not depend upon the
analytical model. Applied thrust is treated as a velocity impulse and the
cartesian components of thrust error are assumed to be independent
normally distributed random variables with zero mean and equal variance.
Components of all simulation input error vectors are assumed to be in-
dependent and Gaussian with zero mean. Space geometry is idealized wher -
ever permissible. No consideration is given here to measurement bias or
astrodynamical uncertainties, since these items are covered in previously
mentioned references, The possibility of instrument failure or gross
measurement error is beyond the scope of this analysis,

3.4 RESULTS

The first series of runs (Series A) simulated three revolutions in the
parking orbit (with the descent guidance tentatively omitted), for the purpose
of investigating requirements involving data processing procedures, observ-
ables, and allowable errors. For standard conditions the rms input errors
in each coordinate are:

* That is, a single Monte Carlo trial is included, in which all input errors are

randomly selected and the true values of observables, vehicle position, and
velocity are determined from actual nonlinear equations.
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Figure 3-2. Angle Between Star and Local Vertical

e Initial deviation from nominal position: 10 km
e Initial deviation from nominal velocity: 10 m/sec
e Initial position uncertainty: 1 km
e Initial velocity uncertainty: 1 m/sec
e Error in applied impulse at injection: 5 m/sec
e Error in measured impulse at injection: 0.05 m/sec
The rms measurement error is 1 milliradian, with a 5- minute time interval

between successive measurements. Standard observables are two stars near
the orbital plane and one star near the pole of the orbit, which is
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measured only when the visible in-plane star is nearly overhead (+25
degrees). In the standard case, all partial derivatives used as sensitivity
coefficients are computed from the latest updated orbit estimate.

The earliest efforts in evaluating the navigation scheme were directed
toward the specification of onboard computation procedures. With the above
mentioned inputs the standard run (Case 1) was made, and the total position
uncertainty (including both the square roots of the traces of the position un-
certainty covariance matrices before and after each measurement, and the
error as determined from the Monte Carlo simulation trial) was plotted at
each measurement time. For the second run (Case 2), the program was
modified such that the sensitivity coefficients used in processing the measure -
ments were computed from the nominal orbit; the inputs and even the random
number starters for Monte Carlo simulation, were matched to the first run.
A third run (Case 3) was made in which the actual trajectory (but not the
nominal or observed trajectory) was computed from the perturbed orbit
equations, but all conditions were otherwise identical to those of the first run.

Since the covariance matrix analysis contains the inherent assumption that
no errors are introduced by idealization of onboard computations, the above
three runs do not exhibit any appreciable difference in linearized ensemble
statistics. As shown by the simulatf'.7n results plotted in figure 3-4, the
three conditions are not equivalent. -’ In particular, the use of a pre-
selected nominal trajectory suffers from the persistent increase in the
departure from that nominal, due to period variations. Whenever the vehicle
reaches about 100 kilometers off nominal, the measured partial derivatives,
as computed from the nominal orbit, were not in agreement with those of the
actual and observed orbits. This causes a divergence between simulated and
linearized results, as shown in figure 3-4. The use of two-body equations in
the onboard computer, however, shows considerable promise, in spite of the
presence of orbital perturbations.

The first run of this series was then repeated with various modifications
for comparison of performance provided by different sets of observables.
Four basic variations in the field of observables were investigated:

e The in-plane stars initially chosen for navigation were replaced by a
pair which lie about 30 degrees out of the nominal orbital plane. (Case
4).

e The twenty first magnitude stars were all made available, and an opti-
mum star selection technique, based upon the principal direction of
navigation error, was used. (Case 5).

1/

=" The simulation results, of course, do not form a smooth curve, since
they do not represent the average of a large number of trials.
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e All 57 navigation stars were used with the above mentioned selection
technique. (Case 6).

e An altimeter, with an rms error (including terrain uncertainties) of 1
kilometer, was added to the runs with 57 stars, and an optimum
measurement preselection technique was used. (Case 7).

The results of Case 4 are shown in figure 3-5. With only three stars avail-
able the ultimate effect of selecting stars which are farther removed from
the orbital plane is a degradation in performance.

From figure 3-6 it is concluded that a selection of 20 stars offers little
more than a properly chosen set of 3. A similar statement can be made in
regard to the complete selection of 57 navigation stars; the statistical results
of Cases 5 and 6 were essentially the same. The addition of an altimeter, as
in figure 3-7 provides a temporary advantage which would be significant for
translunar missions with coasting segments.

The next computer run (Case 8) was made to determine the effects of
very large displacements from the computational reference. The standard
conditions, with all sensitivity coefficients computed from the observed
trajectory, were simulated with the rms initial position uncertainty changed
to 100 km in each coordinate. The extent of agreement between the simula-
tion and the linearized analysis, shown in figure 3-8, is an indication of the
wide range of tolerable initial error. It is the safety of the vehicle, and not
some limit of mathematical convergance, which determines the allowable
translunar midcourse terminal errors.

The above run was then repeated with the pole star removed (Case 9),
permitting measurement of the in-plane star as the angle approaches 180
degrees. As shown in figure 3-9, the simulation results are near the 30
level at several points. This illustrates that overhead stars should not be
used for navigation.

It is appropriate to mention at this point that all data shown here were
obtained with the same random number starter and that subsequent runs with
other random numbers exhibited a behavior consistent with the original con-
clusions.

¢/ The altitude measurements were not needed after the early portion of the
trajectory. This seems to indicate that a more realistic initial uncertain-
ty covariance matrix would have eliminated the transient rise in initial
position uncertainty, without the use of altitude information. Nevertheless,
the utility of additional observables will remain significant in some
applications.
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For the next series of runs (Series B), the single parking orbit revolution
and descent arc of figure 3-1 were simulated to determine the required
measurement accuracy. The standard conditions and inputs were used
throughout, except for the time interval ( T ) between successive measure-
ments and the rms angle measurement error (¢ ). Fifteen runs were
made including all combinations of angle measurement error and interval
given below:

e Measurement Error: 0.5; 1.0; 1.5; 2.0; 3.0 milliradians
e Time between measurements: 120, 180, 240 seconds

The descent thrust measurement error was assumed equal to the thrust
measurement error at injection. For applied thrust at descent, however,
the error was assumed to be 0.1 meter per second in each axis.=

The results of this simulation series are summarized as follows:

e The extra velocity impulse needed for FTOA guidance (typically a few
hundred meters per second) is excessive; a variable time guidance law
will undoubtedly take perference.

e The rms miss distance at the time of reference periselenum is very
nearly directly proportional to the rms measurement error-and to the
square root of the measurement interval, as shown in figure 3-10.2
This is to be expected, since the deviation from the desired final
position is (nearly) a linear function of the state uncertainty prior to
the guidance command. This uncertainty, in turn, is proportional to the
rms measurement error divided by the square root of the number of
observations.

3/ It should be noted that this stringent engine tolerance is not a system re-
quirement but an assumed value used to render the thrust error small in
comparison with navigation error effects. The FTOA guidance law, an
unneccessary restriction in itself, results in a high sensitivity of final
miss distance to applied thrust errors,

‘}/ It should be noted that, due to descent thrust errors, the extrapolated
curve would not pass through the origin.
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'Figure 3-10 Final Miss Distance as a Function of
Instrument Error and Measurement Frequency

. The tangential, vertical, and transverse components of final miss dis -
tance are not equally sensitive to the measurement parameters. The

tangential error predominates, particularly at values near the maximum
allowable miss distance.

- In view of the maximum allowable 3-¢-tangential miss distance of 5
kilometers, the combination of a 2-minute interval and about 1-1/4
milliradians rms error can be cited as safe specifications for the lunar
navigation phase, with the three-star configuration of observables.

In seeking a set of conditions under which this last requirement can be
relaxed, the entire run sequence was repeated (Series C), using all twenty
first magnitude stars conditioned as in Case 6 of the first run sequence., As
shown in figure 3-10, however, the improvement is appreciable but not
profound. Futhermore, by selecting measurements to minimize the dominant
error, the transverse errors are increased somewhat.
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The case of a 3-milliradian rms error and a 2-minute interval was then
repeated with the initial rms velocity uncertainty reduced by a factor of ten.
Again, the effect was an appreciable (500 meter), but not drastic, reduction
in rms terminal miss distance.=" Finally, a random number starter was
found for which the displacement from nominal position at descent initiation
time was relatively small, and the last simulation was repeated. The effect
was a reduction of another 1100 meters from the rms miss distance, which
brought the final figure (1750 meters rms) quite close to the originally speci-
fied allowable limit (5 km at 30). At the same time, the rms position and ve-
locity uncertainty at descent initiation were virtually unchanged.

With FTOA guidance for a 1/2-hour descent arc, the sensitivity of the
linearized final miss vector statistics to the parking orbit navigation errors
(which is related tothe slope in figure 3-10) is somewhat dependent upon the
particular combination of initial errors occurring at injection. The reason
for this dependence is clarified by considering the wide range of position
displacements possible at descent initiation. For some of the larger values
encountered (in the vicinity of 250 km), the position deviation to be com-
pensated by guidance adjustments changes the total path length by a consid-
erable percentage. Clearly, these variations in arc length, with fixed time
at the endpoints, must change the average orbital velocity; the energy of the
trajectory, in turn, influences the sensitivity of final errors to initial errors.

3.5 CONCLUSIONS

The highlights of the lunar parking and descent orbit analysis are sum-
marized as follows:

e Provided that the parking orbit has a duration of 1/2 revolution or
greater, it is permissible to limit the navigation observables to two or
three known stars and the local vertical. A properly chosen set of three
stars (two in the orbital plane and one near the pole of the orbit) provides
navigation accuracy comparable to that obtainable with the 57 navigation
stars (Ref. 3-10). Acceptable performance is also obtainable with two
stars, both about 30 degrees out of the orbital plane.

e Overhead stars (i.e, stars near the local vertical line) are not acceptable
navigation aids.

él That is, the rms miss distance was reduced from about 3350 meters to
2850 meters. The low sensitivity of final errors to initial uncertainties
indicates that reduction of midcourse navigation errors would be an
inefficient means of improving the ultimate performance.
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e The advantages of the star-vertical measurements are continuous ac-
cessibility (including the flight over the dark and unknown sides of the
moon); low requirements for accompanying astrophysical data, power
consumption, and field of view; insensitivity to lunar rotation; and ease
of both manual and automatic implementation.

e With direct radial position information (i.e., altitude measurements),
the navigation errors can in some cases be reduced more quickly.
Because of the prominence of tangential errors, however, no appreci-
able premanent improvement is achieved.

e The measurement sensitivities and the state transition matrices used in
the minimum variance equations must be computed from the updated
trajectory estimate, rather than from a given nominal orbit.

e With repeatedly updated Keplerian equations used for navigation, the
observed trajectory takes the form of a patched sequence of conic
segments. Because this is a valid approximation to a perturbed orbit,
and because actual navigation measurements include the effects of
orbital perturbations, it is permissible to use two-body equations for
navigation, even in the presence of perturbing forces.

e Complete knowledge of the initial uncertainty covariance matrix is not
necessary; a pessimistic, diagonal (Ref. 3-11) initial matrix leads to
a conservative result. Since final navigation errors are insensitive to
initial navigation errors (Ref. 3-3), the result is only slightly pessimistic.

® Measurement timing uncertainties on the order of tenths of a second have
little effect upon navigation accuracy in the cases under consideration here.

® Additional sources of error, not treated in this analysis, have been
covered in other related studies. Lack of precise knowledge of sensor
error statistics is apparently not critical (Ref. 3-8), and the effects
of unknown measurement bias and astrodynamical uncertainties can
be counteracted.(Ref. 3-7).

® The simulation conducted here is in accordance with the principle that
terminal navigation errors (i.e., state vector uncertainties) are in-
sensitive to initial errors. The guidance errors (i.e., final miss vector
components), however, are somewhat sensitive to initial conditions. The
reason is traceable to trajectory modifications necessitated by large
displacements from reference position with fixed time guidance.

® The total rms final miss distance is directly proportional to the measure -
ment error and to the square root of the interval between measurements.
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e The slope of this line, however, is somewhat sensitive to initial errors,
as explained by the above discussion of the guidance law.

e The fixed time guidance law, an unnecessary constraint, also leads to a
high sensitivity of terminal miss distance to thrust errors.

@ The fuel consumption accompanying the FTOA guidance scheme is ex-~
cessive. This remark refers to the in-plane correction at descent
initiation, plus any extra fuel required because of departures from the
optimum (90-degree) arc for plane corrections, and also to the unwanted
vertical velocity component at the intended powered landing initiation
time. Total excess (i.e., above nominal) velocity impulse figures are
typically on the order of a few hundred meters per second in the system
analyzed here with FTOA guidance.

In view of the above items, it is reasonable to assert that the guidance
technique to be selected for actual orbital flight will be superior to the FTOA
scheme, and will complement the minimum variance navigation technique so
that its full potential can be realized. The navigation scheme itself is able
to perform adequately with state of the art horizon scanner accuracy, and
will not be unduly degraded by nonlinearities, perturbations, imperfections
in navigation computations, a limited field of observables, measurement
timing uncertainties, or incomplete knowledge of parameters required for
trajectory determination. In conclusion, the performance envisioned in the
pioneering studies of minimum variance orbital navigation (Ref. 3-2, 3-3,
3-4) appears to be obtainable with a practical onboard system which lends
itself readily to mechanization.
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4. LUNAR LANDING PHASE

4.1 INTRODUCTION

This section summarizes the investigation of navigation and control sensor
requirements for lunar landing. The total effort is divided into two parts,
Problem Definition and Analytical Solution, which are reported in Volumes II
and III respectively. The Analytical Solution is further subdivided into:

A general background section linking Volumes II and III, and containing
information pertinent to both guidance concepts selected for analysis in
Volume II (linear predictive guidance, and proportional navigation).

Several sections of background analysis for each of the two guidance
schemes. These sections are required to define specific characteristics
of the guidance and control system models in sufficient detail so that the
investigation of sensor error effects can proceed. Typical discussions
pertain to navigation equations, guidance equations, and trajectory
characteristics.

A discussion of the sensor error analysis performed for each of the two
guidance concepts.

Presentation and discussion of the results obtained for each guidance
concept.

Presentation of conclusions for each guidance concept.

A comparative section discussing the relative merits of the two guidance
concepts studied as illustrated by the analytical results.

4. 2 BACKGROUND

The following subsections provide background information which facilitated
discussion of the analytical effort which facilitated discussion of the analytical
effort.



4.2.1 Mission Profile

The overall mission follows a profile similar to that planned for the Project

Apollo manned landings. The vehicle is injected into a circular lunar park-
ing orbit immediately following midcourse and into a synchronous, elliptical
descent orbit prior to the actual landing phase. The landing phase as dis-
cussed in this report commences with ignition of the landing engine at
periselenum of the synchronous descent orbit and terminates at vehicle touch-
down. In portions of the investigation, the principal portion of the landing
maneuver terminates with the vehicle in a hover condition at some specified
altitude above the desired landing site. When this is the case, the terminal
portion of landing (hover-to-touchdown) is assumed to be under manual
guidance and control.

4.2.2 State Variables

Throughout this report, the instantaneous position and velocity of the
space vehicle define the vehicle state at that instant. The state is described
by a vector (column matrix) of state variables denoted X(t). (The time argu-
ment is often omitted.) o

- =

%

%2

X = . (4-1)




The total number of state variables (N) is 6 for three-dimensional space,
and 4 for two-dimensional space. Much of the analytical effort is discussed
in terms of the general state vector X.

4,.2.3 Control Vector

Throughout powered flight, the space vehicle is acted upon by a controll-
able force vector (the thrust vector), denoted F. In three dimensional space
this vector has three components:

Fy

(4-2)
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4.2.4 Navigation Observables

Specific delineation of the navigational quantities which can be observed
during the landing phase is accompanied by discussion of the navigational re-
quirements for various types of lunar missions. Finally, combinations of
observables providing sufficient information for position and velocity determ-
ination are specified, and two of these are selected for analysis in the
analytical solution. The two selected are referred to as beacon tracking
navigation and doppler navigation respectively. Beacon tracking observables
are line-of-sight range, angle, and their time derivatives from the vehicle
to a beacon located at the desired landing site. Doppler navigation is so-
named because the velocity vector is determined by making doppler measure-
ments to the lunar surface in known directions. Positional information for
the doppler navigation system is obtained by measuring altitude and the line-
of-sight angle to the desired landing site.

In addition, a general vector of observables is defined to be X(t):

!

Y2

<
1

(with the time argument omitted) (4-3)




where M is the total number of observables used. This vector representation
is often used in the formal presentation of the analytical study.

4,2.5 Trajectory Considerations

Trajectory optimization is not considered to be within the scope of this
study. However, certain trajectory characteristics are desirable for the
landing maneuver, and an effort is made to use trajectories exhibiting these
characteristics. Principal among the desired properties are a continuous,
constant-level thrust program, and vertical approach to the landing site.

4.2.6 Analytical Assumptions

Several general analytical assumptions are made which apply throughout
the lunar landing analysis.

e The vehicle is moving in an ideal central force field.

e The translational motion is accurately described by restricted two-
body equations of motion.

e The moon is considered to be stationary in inertial space during the
landing phase.

e The landing analyses are performed in two-dimensional space. The
desired landing site is assumed to be in the vehicle plane of motion at

all times.

4.2.7 Definition of Sensor Error Model

The main objective of the study is the evaluation of the effects of navigation
and control sensor errors on the performance of two selected lunar landing
navigation and guidance techniques. It is clear then, that the analytical
model or characterization of the sensor error constitutes an important input
to the analytical study. The following definitions will facilitate discussion:

Y(t) = an observable quantity at time t.

¥(t) = the total error in observing Y(t).

The total measurement error is considered to be the sum of four
components - two bias components and two zero-mean random noise com-
ponents.

Y(t)

§) = 9 + yPy Too

| Y(t) ]
+9,00 + ,p_(0) 157 (4-4)




The characteristics of each component are summarized below:

o fr'b is a bias error which is constant over the duration of the landing

maneuver,

* Py Z{—g—g is a time varying bias error component obtained by multiply-
ing a scale factor bias coefficient, Ypb/100 times the value of the
observable quantity. The coefficient vPb has the units of percent and

is constant over the landing phase.

e ¥ (t) is a random error component characterized as being a stationary,
n
Gaussian random variable with zero-mean value and mean squared value

denoted GYZ. The units of yn(t) are the same as those of Y(t).
n

Y(t)
* vP, ) TG0
product of an(t) and Y(t)/lOO. The scale factor coefficient, an(t),

is a nonstationary random error which is seen to be the

is defined to be a stationary, Gaussian random variable with zero-mean

2
value, and mean squared value 0_ . The units of

2’y an(t) are percent.

Bias error quantities, Yy and yPy, 2Te constant over any given mission,

b
but random over the ensemble of all possible missions. Random error
components are random over any single mission as well as over the ensemble
of missions. In addition, the four components of each observation error are
assumed to be independent; when more than one observable is measured, all
observation errors are independent.

4.3 ANALYTICAL SOLUTION

The Analytical Solution is divided into two main sections which constitute
essentially independent analyses of the two guidance concepts which were se-
lected for analysis in the Problem Definition; i.e., linear predictive guidance
and modified proportional navigation. Each of these major divisions is sub-
divided into four parts:

® Background analyses: These analyses begin with the system concept gen-
erated in Volume Il and end with a specific system model that can be used
in the analysis of sensor error effects. Typical subjects discussed are:
selection of state variables and formulation of the equations of motion;
determination of navigation equations; discussion of the guidance law




and determination of the guidance equations; trajectory characteristics;
specification of vehicle characteristics (as required); and further dis=
cussion of the sensor error model.

¢ Error analysis: The techniques used and their application to the prob-
lem of determining sensor error effects are discussed.

e Results: The results sections include presentations of numerical re-
sults obtained from the error analysis, a sample computation illustrat-
ing the use of the analytical results, and discussion and interpretation
of the analytical results with regard to sensor accuracy requirements.

® Conclusions: Conclusions applicable to each guidance concept are
presented. Finally, the two independent analyses are drawn together
by a section comparing the relative characteristics of the two guidance
systems as determined on the basis of analyses presented in Volume III.

4.3,1 Analysis of Lunar Landing Using Linear Predictive Guidance (LPG)

4.3.1.1 Background Analyses

a. State Variables - The state variables used during the analysis of linear
predictive guidance are defined below and illustrated in figure 4-1.

X1 = h: Spacecraft altitude above the lunar surface.

X_. =6: The angular displacement of the spacecraft from the desired
landing site in lunar central coordinates.

X . =vy: The vehicle flight path angle relative to vehicle local horizontal
(in the plane of motion).

X = V: The magnitude of the spacecraft velocity vector.

where X is the general state variable.

Quantities h and 6 define position while y and V define velocity in the two-
dimensional space used for analysis. The vehicle position and velocity at any
time is referred to as its ''state''.

b. Control Variables - The control variables are the magnitude, T, and
the direction, a, of the thrust vector. Only two are used because a two-
dimensional analysis is performed
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F = = (4-5)

F2 a

c. Navigation - Navigation in this context refers to the process of estimat-
ing vehicle state on the basis of observed information. The measured
quantities are termed ''observables'. When operating in the vicinity of a
massive gravitational body, such as the moon, several quantities are con-
sidered observable. These are summarized below:

e Line-of-sight range, angle, and their time derivatives to a beacon on
the surface: R, R, ¢, ¢.

e Altitude and altitude rate: h, h.

e Line-of-sight range, range rate, and angle to an arbitrary point on the
surface: R , R , ¢ .
p P P

e Vehicle accelerations in three orthogonal axes.
e Direction of local vertical.

From the list, two separate combinations of observables, each providing
sufficient information for navigation, are selected for analysis. The first
combination includes observation of line~of-sight range, angle, and their
time derivatives, (denoted R, R, ¢, and $) with respect to a beacon located at
the desired landing site. This is referred to as beacon tracker navigation.

These observables compose the observable vector -¥B:
__R -
R
Y_ = 4-6
Y|, (4-6)
¢ ]

In addition, a navigation scheme observing altitude (h), line-of-sight angle
to the landing site (¢), and two components of range rate to the surface in




known directions (fll and RZ) is investigated. These observables compose

the observable vector -XD:
.
I'{1
Ip=]| ¢ (4-7)
l;(Z

This is referred to as doppler navigation because of the method of velocity
determination,

d. Guidance Technique - A linear predictive guidance technique is used
and functions in the following manner. Linearized equations operating on
observed deviations from a reference trajectory are used to estimate the
terminal errors that would exist if no deviation from the reference thrust
program were made. Then, deviations from the reference thrust program
which will reduce selected terminal deviations to zero are determined. All
terminal errors cannot be controlled because there is not a sufficient number
of control quantities available. The particular terminal errors selected for
control are said to define the guidance mode. Two guidance modes, termed
H- 6 guidance and H-V guidance respectively, are investigated in this study.

The important characteristics of this guidance concept are:

e It provides capability for successful landing with large, known, initial
deviations from the reference trajectory.

e It is an endpoint guidance scheme, and does not waste fuel by trying to
return to the reference trajectory prior to the endpoint.

e It requires storage of reference trajectory information on board the
landing vehicle.

e The trajectory characteristics are not determined by the guidance law
and can be selected independently.

Because of linearization error, trajectories flown using this guidance
scheme in a noise-free environment (no sensor errors) do not quite return
to the reference trajectory at the endpoint. For each particular set of initial
deviations from the reference case, there is a particular path that would be



flown if perfect sensors were available, This is called the "pseudonominal'
trajectory and it terminates in the '"pseudonominal endpoint' tf seconds after

engine ignition (tf is the nominal time-of-flight).

e. Reference Trajectory - The reference trajectory used is a constant-
thrust gravity turn commencing at the periselenum of the synchronous des-
cent orbit and terminating in a hover point 500 meters above the desired
landing site. The desirable characteristics of this type of trajectory are:

e Continuous constant thrust generates minimum engine sizing, reli=-
ability, and throttling requirements.

e The gravity turn thrust program provides near minimum fuel expendi-
ture.

e The gravity turn approach offers good terrain clearance and visibility
characteristics. Final approach to the landing site is nearly vertical.

e The nominal thrust program automatically rotates the vehicle to the
proper hover attitude for touchdown.

During this study, several trajectories of this type were generated cor=-
responding to different periselenum altitudes. Geometrical and fuel charac=

teristics .of these trajectories are presented in subsection 2.2 of Appendix D
(Volume V).

f. Characterization of Engine Control Subsystem =~ Lunar landing using
linear predictive guidance is analyzed assuming essentially perfect control.
This is done to eliminate consideration of mechanization characteristics of
the vehicle attitude and engine control subsystems. To take into account the
fact that these subsystems can include information sensors, control sensor
errors are injected. The general characteristics of these errors are dis=-
cussed in the problem definition portion of this summary.

One limiting characteristic related to bandwidth is applied to the engine
control subsystem. The autocorrelation function of white noise passed
through the control subsystem, denoted (1), is considered to have its first
zero at T = T Quantity T is then referred to as the correlation interval of

white noise passed through the subsystém.

g. Error Model - The navigation sensor error model used in the analysis
of linear predictive guidance consists of only the random components of the
general error model discussed in subsection 4.2. In addition, control sensor

errors of the same general characteristics are introduced. No bias errors
are considered.
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4.3.1.2 Error Analysis

Of the two basic error analysis techniques, Monte Carlo simulation and
linearized ensemble error analysis, the latter approach is selected for use
in the investigation of lunar landing using linear predictive guidance. The
two primary reasons for selecting linearized analysis are:

e Linearization is a mathematical technique and tends to deemphasize
mechanization considerations, which is in keeping with the intent of
the study.

e Linearized analysis produces statistical information directly. Since
sensor errors can only be defined statistically, these effects must also
be described statistically.

In addition, the linearized analysis is found to be quite flexible in that naviga-
tion, guidance, and control system parameters can be varied with little
difficulty.

The background analysis sections include discussion of the various com-
ponents of the overall navigation, guidance, and control system. Also in-
cluded are descriptions of the linearized models of each major system block
which are used to make up the overall system analytical model.

After linearization of the overall system, the resulting system model is
still not amenable to ordinary analytical techniques, the reason being that
many of the subsystems are characterized by time varying gain parameters.
The approach taken to this problem is quite commonly used in the investiga-
tion of time varying control systems. Basically, the technique is to quantize
time, or subdivide the flight into a sequence of small time intervals. Within
each interval the system is allowed to be both linear and time invariant. All
time varying parameters are sampled at the beginning of each interval and
held at the sample value until the next sampling time, one quantization
interval later. Then, all parameters are updated and sampled again. Sys-
tem characteristics are updated according to stored data evaluated on the
reference trajectory, and vehicle state information is updated by using the
linearized equations of motion and vehicle forces commanded at the previous
sample time.

The numerical results of the error analysis are matrices of error sensi=
tivity coefficients which yield upper bounds on the terminal mean squared
errors when the mean squared values of the random components of the navi=
gation and control sensor errors are given. The effects of bias errors on
the performance of linear predictive guidance are not investigated.
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4,3.1.3 Results

a. Presentation of Numercial Results - The numercial results obtained
are presented graphically in Volume III. In these graphs each element of
the three matrices of sensitivity coefficients which result from the error
analysis is plotted as a function of nominal initial altitude for three values of
o (the engine subsystem correlation interval) and for two guidance modes.

The matrices of sensitivity coefficients [_K] . [K'J , and [K"] are used to
relate terminal mean squared errors to navigation and control sensor mean
squared errors according to the matrix expression

[ 2] [ 2 | i 2 | [, 2]
"X f °y °y ’F
1 no P oy
L2 . 2 s 2 .2
X_f nyY PY n F
2 2 2 2
= [x] + [k + (k] L (4
L2 L2 , 2
X3f n Y3 P Y3
2 2 2
g (02 a
X4f n Y4 P Y4
L - - - — —
where

2 . : .th
O § is the mean squared value of the final error in Xi’ the i~ state
i

variable.

2 . .
nUY is the mean squared value of ()“«'i)rl which is one of the two random
i
components of the total navigation sensor error ¥, .
i

pGY is the mean squared value of y P 2 random scale factor which when
. .n
i i
Yi '
multiplied by 100 yields the second random component of ?i.
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O F is the mean squared value of (fi)n’ which is the random error con-
i

th
tribution of the control sensor measuring Fi' the i  component of the
control vector.
b. Sample Computation - To illustrate the use of the sensitivity coefficient

matrices, a set of values for rms navigation and control sensor errors were
selected and a sample calculation was performed for TS 1 second and h =
o

20 km. The selected sensor error parameters and the resulting error com-
ponents are summarized in tables 4-1, 4-2, and 4-3. Table 4-1 gives the
estimated terminal position and velocity errors resulting from the assumed
control sensor errors, while tables 4-2 and 4-3 contain similar data for the
two sets of navigation sensors. Tables 4-2 and 4-3 also present overall error
estimmates. The sensor capabilities are typical of the state of the art,
assuming a l-second smoothing time, which is compatible with the value of

To used in the sample,

Typical conclusions concerning results of the sample computation are:

® The dominant error source in the beacon tracking navigation scheme is
the line-of-sight angle rate measuring device.

® No error source can be regarded as dominant with the set of doppler
navigation sensor errors.

® Switching from the H=-0 to the H-V guidance mode increases all three
terminal error components in the system using beacon tracking observ-
ables, and two out of three (all but velocity) components when doppler
navigation observables are used. Since velocity errors are critical,
H- 6 guidance is indicated with beacon tracking and H-V guidance with
doppler navigation.

® In general, rms terminal errors are smaller with doppler navigation
observables than with beacon tracker observables (assuming state of
the art capability).

Thus, the desired system configuration, based on the sample computation,
uses doppler navigation observables and the H~V guidance mode. This con-
clusion is based entirely on the magnitude of the terminal errors and does not
consider mechanization, fuel consumption characteristics, or any other factors
which also must be considered before final system design is attained.

c. Results of Parameter Variations - During the error analysis of linear
predictive guidance, several system parameters are treated as variables:
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TABLE 4-1

MEAN SQUARED TERMINAL ERRORS CAUSED BY
CONTROL SENSOR ERRORS (SAMPLE
COMPUTATION, h0 = 20 km, T, = 1 sec.)

Resulting Terminal Mean Squared
Error Components
RMS Sens E
Error ensor mrror Altitude Error Central Angle Velocity
Source (Symbol and (a2 ) Error Error
Magnitude) L'"h {;'M L(GGZ £ )M (02 )
t i L'V £'M
(meters) (radians)2 M i
-14
Thrust OF = 0T = 500 new. 0.0239 7.90 x 10 1.23
Magnitude S |
Control
= =0.0 0.0 0 0
Sensor : pOFl pGT 0 0
: -14
Thrust o_ = 0 =0.035 rad. 2.73 9.25 x 10 0.0
. . nF, na
Direction 2
Control c_= 0 =0.0 0.0 0.0 0.0
n ¥, pa
Sensor 2
. -14
Total Mean Squared Terminal 2.75 17.15x 10 1.23
Error Caused by Control Sensor
Errors@
a. Results presented in this table are applicable to all four possible com-
binations of observation (navigation) systems and guidance modes.

guidance mode (H-6 or H-V); observables (beacon tracker or doppler naviga-
tor); quantization interval ('ro =1, 2, or 3 seconds); nominal trajectory initial

attitude (10, 15, 20, 25, and 30 km). The results of these investigations are
summarized below:

e Guidance mode: It is found that terminal velocity errors are reduced by
changing from H-6 guidance to H-V guidance when doppler navigation
is in use. A reduction in velocity error is also realized when using beacon
tracking navigation so long as angle rate measurement error is not the
dominant contributor to terminal state errors.
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e Observation scheme: On the basis of state-of-the-art sensor capability,
it is found that the doppler navigation scheme yields consistently
smaller terminal error components than the beacon tracking scheme.

e Quantization interval (To): It is found that the vast majority of terminal

error components increase in magnitude as To increases from 1 to 3

seconds. There are exceptions, and these are pointed out.

e Nominal trajectory initial altitude: No generalization can be made con-
cerning the effect of changing initial altitude (ho) on the terminal

errors. Nearly as many of the error sensitivity coefficients decrease
as increase with increasing h .
o

4.3.1.4 Conclusions
The following conclusions are based on analytical results obtained:

e Characteristics of terminal state error distributions for any given
group of sensors are highly dependent on which sensor is the dominant
error source.

® Generally, increasing To results in increased terminal mean squared

errors.

® When state of the art sensor capabilities are assumed for both naviga-
tion sensor schemes, doppler navigation results in smaller terminal
errors.

e Changing from the H=6 to the H-V guidance mode does result in reduced
terminal velocity errors when doppler navigation is used; however, the
reduction is not very significant. In addition, it is possible for this
guidance mode switch to result in increased terminal velocity error
when beacon tracking navigation is employed.

e Terminal position errors caused by navigation and control sensor
errors are not serious, being on the order of a few meters (based on
sample computation results). The situation with regard to velocity
errors is not so clear-cut. The landing mission profile as envisioned
in this study is made up of two subphases: descent-to-hover and hover-
to-touchdown. Linear predictive guidance is considered to be used down
to the hover point with some undefined terminal guidance system con-
trolling the actual touchdown. For manned flights, this touchdown
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maneuver is considered to be under manual control. For this case,
velocity errors at hover of the magnitude indicated in tables 4-2 and

4-3 are felt to be satisfactory. For the unmanned case, relaxed touch-
down velocity requirements can be expected, so that the terminal

(hover point) velocity errors resulting from state of the art sensor
capability are expected to be satisfactory even if the hover=-to-touchdown
guidance system offers no improvement in touchdown velocity uncer-
tainty. (This is the case if thrust is simply terminated at the hover

point, allowing the vehicle to descend to the surface under gravitational
acceleration.)

4.3.2 Analysis of Lunar Landing Using Modified Proportional Navigation

4.3.2,1 Background Analysis

a. State Variables - The principal state variables used during the analysis
of linear predictive guidance are defined below, and illustrated in figure 4-2.

X1 = R = line-of-sight range from spacecraft to the desired landing site.

X_ =R

the time derivative of R.

Lo
n

3 Q line-of-sight angle to the desired landing site measured with respect
to landing site local vertical.

X 2 = the time derivative of Q.

4

b. Control Variables = The control quantities are accelerations along the
vehicle roll and yaw axes respectively. However, the attitude control sys-
tem is assumed to keep the roll axis aligned with the line-of-sight to the
desired landing site, so that the command accelerations are along and per-
pendicular to the line~-of-sight. These accelerations are denoted a_ and a

R
respectively. The control vector F is:
°R
E =m (4—9)
a
Q

where m is the vehicle mass.
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c. Navigation Observables - Navigation information is obtained by a
beacon tracking sensor system. The observables are considered to be iden-
tical to the state variables. Thus,

R

R

B3
1]

(4-10)
2
Q

- J

d. Guidance Technique - The guidance concept finally selected is a hybrid
combination of two modified proportional navigation guidance laws and is
referred to as the MPN/VT - B guidance concept for reasons discussed in
Volume III. Over the majority of the landing maneuver, the vehicle moves
according to the accelerations commanded by the first modified proportional
navigation guidance law (denoted simply MPN guidance) which is defined by
the following expressions:

. 2
(Rl) L COs Q

a _K-1 + 1
R1 K R1 rZ
c
(4-11)
in
Kol o p sin 1
a = +——)R. Q. o c———
Ql (S ) 1 1 2
r
c
where

S and K are guidance parameters equal to 1.5 and 2.0 respectively
p is the lunar gravitational constant
r, is the mean lunar radius

Rl and Ql are the line-of-sight range and angle to a fictitious landing site

located 305 meters (1000 feet) directly above the desired landing site.
The trajectory flown by the vehicle using this guidance law is found to be
very similar to a class of minimum fuel trajectories. However, this guidance

law does not produce a vertical touchdown. Therefore, when the range to the
fictitious landing site (Rl) is reduced to 305 meters, the above guidance law
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is replaced by a second modification of proportional navigation denoted
MPN/VT which does provide a vertical approach to the landing site. These
guidance equations are:

- -2
. =K1 1 (R)
R Kl R
(4-12)
¢ 2
_ ©o (R)
aQ—SlRQ-SZ———R Q

where K1 , S1 , and SZ are guidance parameters equal to 3.0, 3.1, and 0.8

respectively.

e. Vehicle Characteristics - Severalassumptions concerning vehicle char-
acteristics are made:

e Initial mass: 31,066 kg.
e Fuel specific impulse: 420 sec.

® Engine and sensor transfer functions are characterized by linear second
order filters.

® The thrust is assumed to be provided by 2 RL-10 type engines each
limited to 66,765 newtons (15000 pounds) maximum, and throttleable
over a 10:l range.

f. Trajectory - One is not free to choose the type of trajectory that will
be flown when using this guidance concept. The trajectory characteristics
are determined by the initial conditions and guidance parameter values used.
The guidance parameter values specified during the guidance technique dis-
cussion are found to yield a trajectory with characteristics that are very
similar to those of a class of minimum fuel trajectories. The nominal initial
conditions selected are:

® Range to the landing site: 312.7 km.,
® Horizontal velocity: 1723 meter/second
® Vertical velocity: 0.0 meters/second

® Altitude: 38.1 km.
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g. Sensor Error Model - All four components of the general error model
discussed in subsection 4.2 are considered in the analysis of modified pro-
portional navigation guidance. Only navigation sensor errors are evaluated.

4.3,2.2 Error Analysis

The complete error analysis of lunar landing using the hybrid guidance
concept MPN/VT-B is performed in two parts. Bias errors are treated
using digital simulation of the nonlinear navigation, guidance, and control
system, and the effects of random fluctuation errors are evaluated using the
adjoint error analysis technique.

a. Bias Errors - The degradation of the MPN/VT-B guidance concept by
the two types of bias errors (constant magnitude and constant percent) is
determined by means of a digital simulation program. For this analysis, the
values of R, R, Q, and Q used in the guidanc/c\e e%ua}\ions are replaced by the

4

measured values of these quantities denoted R, R, 2, and Q.

For this part of the analysis, sensor dynamics are characterized by a

th
simple time lag. In general, the measured value of the i observable can be
obtained from the expression:

Yo = o | |0y Py Too (4-13)
Y b i

i

where (V. )b and y Py, are defined in subsection 4. 2. Then,
i .

1
N Yi(S)
+ T Y (s) = Y.(s)+ (§.) + -1
1 YiS [8) = Y (s) +(F ) Yipb 100
and
A ¥ (s)
Y (s) - Y.(s)+(§) + i
(8) - Y. (s)+(F) + o Py TH0
Y (s) = b i 4-14
i T Y's ( - )
1
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The factor s in the denominator indicates an integration. Therefore,

[ A Y.(t) 7
A SRALERAL M <yi)b "y Py, 100
Y.(t) = f 2 dt (4-15)
! 0 TYi

The digital simulation program integrates the equations of motion forward
(starting with the nominal initial values of the state variables) until altitude
equals zero. At this time position and velocity deviations from the nominal
case are printed out and the effects of the bias errors are ascertained by
comparison with error free performance.

The analysis technique is to assign values to the bias error components of
one of the measurement errors (e.g., the range measurement errors). All
other bias error components are set equal to zero. Then the simulation pro=
gram is run and the terminal errors that result are the terminal errors
produced by the assumed bias errors.

b. Random Fluctuation Errors - Random fluctuation errors are evaluated
by computing error sensitivity coefficients using the adjoint analysis tech-
nique. The adjoint analytical technique is applied only to that portion of the
landing maneuver employing MPN/VT guidance equations (Rl less than 305

meters, or R less than 497 meters). Terminal position and velocity errors
are caused primarily by random sensor errors occurring in the final portion
of the landing maneuver because of the self-correcting character of the closed
loop guidance and control system. (Past experience supports this statement.)
This is the reason that only the MPN/ VT guided portion of the landing
maneuver is analyzed using the adjoint technique.

In the adjoint analysis, sensor dynamics are represented by second order
filters. When error analysis results are discussed, input random fluctuation
errors will be characterized by their rms values: nUY and poY . These

i i
quantities refer to sensor noise characteristics at the output of the filter

. .th . . . . Co s
representing the i  sensor. (For the adjoint analysis, white noise is assumed
at the sensor inputs.)

4.3.2.3 Results
This paragraph demonstrates the methodology developed to obtain estimates

of sensor error effects and indicates dynamic range requirements for the nom-
inal lunar landing mission considered herein. The results and discussion of the
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error analysis presented in this paragraph are pertinent only to the guidance
scheme and the nominal mission profile selected in paragraph 4.3.2.1. Since
the effect of random errors will be governed by the performance of the guid-
ance system during the final phase of the landing trajectory, random error
sensitivity coefficients are generated for only the MPN/VT portion of the tra-
jectory. Bias errors and dynamic lags are evaluated by simulating specific
bias error levels in the forward trajectory program, which considers the entire
trajectory. Consequently, the effect of bias errors on fuel consumption are
available.

a. Sensor Error Effects for the MPN/VT-B Guidance Concept - The
first results presented are the sensitivity coefficients generated by the adjoint
error analysis. These coefficients relate the mean squared terminal devia=-
tions in Y, Y, X, and X to the mean squared values of the random sensor
errors which cause them according to the matrix equation given below.

C 2] [ 17 21 [ 17 27

Ty k11 k2 ®13 Kig | |n%R K11 K12 K3 Kg | | o°r

"s ka1 %22 K23 ¥o4 no.é ka1 %22 23 %24 p";

")2< | k3 K3p K3z Kay n"?z L R VRl IS (4-16)
_“)Zc_ | 41 fa2 K43 k44_ Ln"zs'z_ 41 DTROTR 44_ L_pcé_

In this discussion, X and Y are the horizontal and vertical axes respectively
of an inertial cartesian coordinate system with origin at the desired landing
site (see figure 4-2).

. ‘o 2 2 .
Since the quantities pO\Q and pG\Q are set equal to zero for this analysis,

the third and fourth columns of the matrix of primed coefficients are not
computed. With this fact taken into account, the numerical values of the
two sensitivity coefficients are as follows:

kK _k_ k| [1.59x10"! 1.98x10"! 3.49x10°2 5.40x10'
11 712 13 14 ' ) : '
0 0 -2 2
k 1k22 ks k24 1.08x10 1.25x 10 8.64x10 1.32x10
- (4-17)
-15 -13 -9 -7
kg kyp kg kg, 9.54x10 1.10x10 5.63x10 3.39x 10
-14 - -10 -8
ky  Kyp kyg by L1.69x10 5.29x10" ' 5.29x10 5.11x10
- - (4-17) ~
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Fk'“ k'zj (7. 78x 107 1.23x 1075 ]

21 22 3.78x 107 3.54x 1077 (4-18)
k31 K3 116z x 107t 648 x 107V
T 10718 9. 49 x 10718

These coefficients are used to evaluate sensor capability expected to
exist in the 1970 time period, These typical sensor error levels are
presented in table 4-4, Three degrees of sensor error are postulated:
low, medium, and high,

Table 4-5 gives the individual contributions of each random error source
to the total terminal mean squared position and velocity deviations for each
of the three levels of sensor capability. In general, it can be seen that

2
the horizontal error components, Ty and oi are small enough to be

considered negligible. However, the vertical error components, especially

ol (vertical velocity) are not negligible, Table 4-5 shows that the rms
terminal velocity error increases sharply as the sensor error level in-
creases, as expected, In addition, the most significant contributors to
the terminal velocity errors are range measurements and line-of-sight
angular rate measurements, This is true for all three sample levels of
sensor capability,

Next, the effect of the bias components of sensor error are considered,
Estimates of bias error effects can be obtained through the use of the
adjoint analysis technique, but they are not in this study. Rather, the
forward digital simulation program is used with the bias errors introduced
as indicated in paragraph 4,3,2.2a. Thus, the bias error analysis is not
subject to the assumptions attendant to linearization and provides the effect
of sensor bias error components on X, 5(, and Y at the true touchdown
point, Y = 0. This analysis technique also allows one to determine the
effects of bias error components on fuel consumption, The degrees of
sensor capability are selected. (These are given in table 4-4.) The bias
error components indicated in table 4-4 are applied to the landing vehicle
during the entire landing trajectory (periselenum to touchdown) and the
values of X, X, Y and the total fuel consumed are determined at the
point Y = 0, The results are given in tables 4-6, 4-7, and 4-8 which show
dynamic errors (X, X, and Y) and the total fuel consumption respectively,
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Using the numerical results given in tables 4-5 and 4-6, the touchdown
velocity standard deviations are computed for each sensor error level.
These represent velocity deviations. The 99-percent level is 2.5 times the
lo deviation, Maximum touchdown velocities with 99-percent confidence
level for all three sensor error levels are summarized in table 4-9,

Table 4-8 shows the effect of sensor bias error components and engine
dynamic lag upon total fuel consumption. In all cases the fuel usage
figure has been adjusted, in the event that a hard landing is indicated, by
the magnitude of Y. That is, if AV is 1800 meters/second to the point
Y = 0 with Y at the corresponding time equal to -15 meters/second then
the AV recorded in table 4-8 is 1815 meters/second. The digital simulation
program is run once for each bias error level listed in table 4-8.

b, Sensor Dynamic Range Requirements, - If it is necessary to obtain
relative measurements from the spacecraft to the landing site prior to the
time of landing engine ignition to avoid gross errors in the initial conditions
for descent, then the navigation sensor system must be able to acquire the
landing site beacon prior to reaching periselenum of the synchronous
descent orbit., Since the nominal range from periselenum to the landing
site depends on the initial thrust-to-mass ratio, the acquisition range
requirement is also a function of this quantity., For the nominal case
investigated herein (periselenum altitude equal 38.1 km (125, 000 ft)),
line-of-sight range at periselenum is approximately 300 km (10° ft),
Consequently, the sensor is to be capable of 99-percent probability of
acquisition at approximately 300-km range.

Table 4-10 indicates the sensor dynamic range requirements for
navigation and guidance from periselenum to touchdown for the nominal
trajectory.

4,3,2.4 Conclusions

Results and conclusions drawn from the preceding effort are
summarized in the following statements.

® A combination of two proportional navigation guidance laws
provides a guidance concept which approaches an optimum fuel
trajectory over most of the flight and then makes a vertical
approach to touchdown.

e Terminal vertical velocity errors are significant for all three
assumed levels of sensor capability., Terminal vertical position,
and horizontal position and velocity errors are not critical even at
the high sensor error level assumed.
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TABLE 4-7
TOUCHDOWN ERRORS CAUSED BY ENGINE LAG
Engine Touchdown Errors
Dynanlic Lag Y (m/sec) X (m) X (m/sec)
0 (no lag) 0 0 0
1 second 0.762 0 0
2 second 0. 381 0 0

TABLE 4-8

EFFECTS OF SENSOR BIAS ERRORS AND ENGINE LAGS ON FUEL
CONSUMPTION, (AS MEASURED BY THE PARAMETER AV.)

Total AV Required,
. . (mps)
Sensor Bias Errors (lo) or Engine Lay Periselenum to
Touchdown
Nominal: no error, no lag 1871
Dynamic Lag: T =2 sec 1874
Range bias: Rb + =Pb (100) = 0.305 + 0.002 R (m) 1873
Range bias: b pr (IOO) = 0.61 + 0.005 R (m) 1874
Range bias: Rb+ RrPb (100) = 3 05 4+ 0.02 R (m) 1872
Range Rate bias: R * 2Py (100) = 0.0305 + 0.0005 R (m/sec) 1874
Range Rate bias: Rb + &Ph (TBE) = 0.152 + 0.002 R (m/sec) 1875
. . R :
Range Rate bias: Rb + #Pb (100) = 0.61 + 0.005 R (m/sec) 1874
(as: D,
Angle bias: .Q.b + QPy (100) = 0.00003 + 0 (rad) 1875
Angle bias: 'Q'b ta Py (100) =0.14+0 (rad) 1872
. - Q
A H - —) = 0.
ngle Rate bias: §) b ﬂpb (100) ’0 00003 + 0 (rad/sec) 1875
Angle Rate bias: .Q, + QP (-i‘%—o = 0.0001 + 0 (rad/sec) 1878
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TABLE 4-10

SENSOR DYNAMIC RANGE REQUIREMENTS

Observable Dynamic Range
High Low
Range 300 km 0 km
Range Rate 2000 m/sec 0 m/sec
LOS Anglex* 120 deg 0 deg
LOS Angle Rate 50 mr/sec 0 mr/sec

*This depends upon the method of LOS angle determination over
the horizon

e The most significant random error contribution to the terminal
velocity error are range observation and line-of-sight angle
observation. This suggests the use of '""low'" error level sensors
for these observations and higher error level sensors for the
remaining observables.

® Sensor bias errors contribute significantly to the terminal velocity
error at all three assumed levels and must be kept as low as
possible, Bias errors in the observation of range and range rate
are the most critical.

@ The increase in fuel consumption caused by engine lag and sensor
bias errors is not particularly significant. If the largest increases
for each error source in table 4-8 are added directly (this is
pessimistic) the total increase in AV is 21 meters/second or
approximately 1 percent of the nominal AV requirement.

4,4 COMPARATIVE DISCUSSION OF GUIDANCE CONCEPTS

This subsection summarizes a comparative discussion of the two landing
guidance concepts analyzed: linear predictive guidance and modified
proportional navigation with vertical touchdown capability. Direct
comparison of the two system models is not possible in many areas because
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of differences in system parameters and analytical constraints (e, g
initial mass and engine size constraints), As a result, the material
presented in this subsection is restricted to a comparison of nominal

fuel consumption (as indicated by the quantity AV) and a comparison of
mean squared terminal errors resulting when identical navigation sensors
and sensor accuracies are assumed., In addition, brief consideration is
given to the relative computational requirements and sensor dynamic
range requirements of the two approaches.

The discussions in each of these areas are summarized below.

® Nominal fuel consumption: On the basis of information presented it
is found that the gravity turn trajectory flown by the linear predictive
guidance concept is somewhat more economical at low initial
altitudes, and that this advantage decreases and eventually reverses
sign as the initial altitude is increased,

e Comparison of terminal errors: When identical navigation sensor
accuracies are used in the two guidance concepts, linear predictive
guidance is found to result in smaller rms terminal attitude and
velocity errors. Horizontal position errors are apparently much
smaller with MPN/VT-B guidance; however, this cannot be stated
positively because of the pessimistic nature of linear predictive
guidance error estimates. In any event, neither estimate of
terminal horizonal deviations is significantly large.

e Onboard computation: Overall, it is expected that the linear
predictive guidance concept requires greater onboard computer
capacity, primarily because of the need to store reference
trajectory data,

e Sensor Dynamic Range: The overall similarity of the mission
profiles followed indicates identical sensor dynamic range require-
ments for the two guidance concepts.
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5. LUNAR ASCENT

5.1 INTRODUCTION

The ascent portion of the lunar missions study was made to ascertain
the feasibility of a given guidance scheme used during the boost phase of
the ascent trajectory and to establish the sensor specifications weighed
against a given error allotment in position and velocity at thrust termina-
tion. The determination of the sensor specifications requires the selection of
a guidance scheme and a specific type of system configuration. Consequently,
the sensor specifications include actual hardware items in terms of types,
numbers, and the sensing accuracy of the individual instruments.

The sensor specifications are based on the minimum accuracies re-
quired to perform the lunar ascent. The minimum accuracies in turn are
based on the maximum errors tolerated in the guidance system and the
maximum error expectation in determining the launch position coordinates
at the lunar surface.

5.2 ASCENT TRAJECTORY

This study considers three different trajectories by which the lunar
ascent may be accomplished. These are:

a. A powered ascent from launch to terminal rendezvous. This
maneuver accomplishes the lunar ascent in a minimum time but requires
a maximum fuel expenditure.

b. A powered ascent from launch to an intermediate 30-kilometer
orbit followed by a Hohmann transfer which terminates at target acquisition.

c. A powered ascent phase which yields an intermediate parking orbit
which, after an arbitrary time delay, is followed by injection into a transfer
orbit which terminates at target acquisition.

The above ascents have been grouped together in two categories for
determining the sensors in this study. The first two maneuvers are

classed as direct ascents. The third maneuver is the parking ascent. In
keeping with the rendezvous portion of the lunar mission study, an altitude
of 200 kilometers is chosen for the terminal rendezvous or target orbit.



Two intermediate orbits at nominal heights of 30 and 150 kilometers are con-
sidered. Both the target orbit and the intermediate orbits are assumed
circular and coplanar with the ascent trajectory. The minimum time and

the minimum energy (Hohmann transfer) direct ascents give an upper and
lower bound on the ascent trajectories of this type of ascent. In a similar
manner the nominal 30-150-kilometer parking orbits are chosen to ensure
that the extremes of the parking ascents are covered. These two types of
ascents are shown in figures 5-1 and 5-2.

The thrust portions of both the direct and parking ascents employ an
optimized boost trajectory. In essence, a boost trajectory is determined
which results in a maximum tangential orbit velocity at a specific height.
This is equivalent to maximizing the mass in orbit.

5.3 GUIDANCE MECHANIZATION

The guidance and navigation functions for the lunar ascent are performed
in a selenocentric reference frame. It is assumed in the analysis that such
a reference frame can be considered as an inertial reference since the
orbital motion of the moon relative to the earth and sun will not induce any
measurable errors into the guidance system during the ascent. Position
and velocity within the navigational reference frame are obtained from
three orthogonally oriented accelerometers mounted on a gyro stabilized
platform. The platform is space stabilized by three single degree-of-
freedom gyros. The orientation of the accelerometers and gyros, with
respect to the navigational (selenocentric) reference frame and boost
trajectory, are shown in figure 5-3.

To perform the error analysis, a definite guidance scheme (inertial

guidance) and a specific type of mechanization (space stabilized platform)
must be chosen. The choice of inertial guidance was influenced by the

following factors:

e The ascent is essentially a ballistic trajectory.

e Inertial systems are well developed and have been used extensively
on ballistic missiles.

e Such systems are self-contained since they require no external
monitoring during the ascent. .

e The vehicle requires attitude stabilization regardless of the choice
of system.
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Figure 5-1. Direct Ascent to Rendezvous
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The inertial guidance system could be implemented along several different
lines. For example, the platform could be stabilized by 2 two-degree-of-
freedom gyros, or a gimballess inertial system could have been chosen. Con-
sequently, the error analysis and the sensor specifications are valid only

for a specific system.

5.4 ERROR CRITERION

The sensor requirements are based on the errors associated with posi-
tion and velocity prediction. To perform an error analysis, some standard
must be established as a reference upon which to base the final results. The
standard used in this study is the maximum allowable error in position and
velocity that can be tolerated at the initiation of the Hohmann transfer
coast phase from the nominal 30-kilometer parking orbit. The assumption
is arbitrarily made that a 3-0 error in any one injection parameter shall
not result in more than a 20-percent increase in fuel consumption over the
nominal case (zero error) utlilizing the Hohmann orbit transfer. The
total fuel consumption consists of the fuel required for injection at the
initiation of the Hohmann transfer plus synchronization at terminal rendez-
vous. The 3-o0 position and velocity errors are:

Ah

t

1.4 kilometers (3-0 value)

AV = 1.5 meters/sec. (3-0 value)

These errors are extracted from table 1 of Appendix F (Volume V)

5.5 ERROR SOURCES

There are several sources of errors which cause the launch vehicle to
deviate from the nominal trajectory during the lunar ascent. Three major
error sources are guidance system errors, selenophysical errors, and
transfer errors. Figure 5-4 shows schematically the relationship of these
errors for a minimum energy direct ascent trajectory.

The guidance system errors comprise the sensor, computer, and thrust
cutoff errors. In this study the sensors are the stable platform, gyros, and
accelerometers. The other errors in the guidance system, which are pre-
dominately the computer and thrust cutoff errors, are assumed to be second
order effects and are, therefore, neglected. The guidance system errors,
then, comprise the sensor errors.

The second major error source is referred to collectively as seleno-
physical errors which manifest themselves as errors in the launch site
position coordinates and can accrue from rotational effects, lunar oblateness,
and gravity anomalies. The nature of the lunar rotation practically eliminates
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Figure 5-4 Ascent Trajectory

the effects of centripetal acceleration on gravity measurements. It has been
further concluded that the lunar oblateness, which is less than that of the
earth, contributes essentially second order effects to the launch position
errors.

The major contribution to selenophysical errors is expected to be from
gravity anomalies which affect the determination of the magnitude and
direction of the gravity vector.

The transfer errors are simply the errors which accrue in position and
velocity during the coast phase of the ascent. These errors are not
considered in the sensor specification; however, they are listed here since
they ultimately affect terminal rendezvous conditions except for the minimum
time powered boost.

5.6 ERROR ANALYSIS

The method used in this study to determine the sensor requirements
involves initially determining the maximum error expectation in the launch
position coordinates and the contribution that this position error makes to
the position and velocity errors at thrust termination. The total error
allotment at thrust termination (see subsection 5.4) is then partitioned with
the remaining error portion being given to the guidance system. The error
analysis then consists of formulating mathematical models of the accelera-
tion errors associated with the accelerometers, gyros, and platform as a
function of the thrust accelerations. The subsequent procedure is to
evaluate each term in the error model to determine its effect on the position
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and velocity of the vehicle at thrust termination. The error contribution
from each sensor is then adjusted to be compatible with the total error
allotted to the guidance system.

The errors in position coordinates of the navigation reference come from
uncertainties in the location of the launch site on the lunar surface and
errors in determining the lunar radius. The maximum launch site position
error and the error associated with the lunar radius are taken as 1l kilo-
meter (3-ovalue).

5.7 RESULTS

Table 5-1 shows the position and velocity error contributions from the
guidance system and the selenophysical errors at thrust termination at 30
kilometers. It is apparent that at thrust termination the selenophysical
errors or launch position coordinate errors contribute primarily to the
position errors, whereas the guidance system's contribution is primarily
velocity errors.

TABLE 5-1

3-¢ ERRORS AT THRUST TERMINATION (30 KILOME TERS)

Error Position (km) Velocity (m/sec)
Guidance system errors 0.131 1.264
Selenophysical errors 1.380 0.598
Guidance plus seleno- 1.383 1.398

physical errors

Total allowable error 1.400 1.500

The sensor specifications for the direct and parking ascents are listed
in table 5-2.




SENSOR SPECIFICATIONS FOR LUNAR ASCENT

TABLE 5-2

Direct Ascent

Parking Ascent

Sensor 3-0 Values 3.¢gValues Units

Accelerometer

Number 3 3

Range 1.5 x1.5 g

Bias 6x 107> 6x 107> g

Scale factor 6x 107> 6x 107> g/g

Nonlinear effect 3x 10'-5 3x 10-5 g/g2

Nonlinear effect 3x 10-5 3 x 10-.5 g/g3

Cross axis bias sensitivity 3x 10"5 3x 10-5 g/cross-g

Cross axis scale factor 3x 10”5 3x 10-5 g/g cross-g
Gyro

Single -degree -of~-freedom-

integrating

Number 3 3

Drift rate 0.3 0.06 o/hr

Mass unbalance 1.2 0.06 o/hr/g

Anisoelasticity 1.2 0.06 o/hr /gz
Platform

Initial misalignment 60 60 arc-sec

Servo bias 60 60 arc-sec

Deformation 60 60 arc-sec

- 2
g=9.8x10 3 km/sec

—

Type - All inertial, space stabilized platform - all sensors orthogonally

oriented
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5.8 CONCLUSIONS

The sensor specifications for the boost phase of the lunar ascent are based
on the allowable injection errors at the initiation of the Hohmann transfer
from the nominal 30-kilometer parking orbit. The same error criterion
was applied to both the direct and parking ascents; however, because the
initial errors at thrust termination for the parking orbit do not remain
constant but propagate with both secular and periodic characteristics, the
sensors for the parking orbit are required to be more accurate.

The launch site uncertainties, which represent the maximum error
expectation in position coordinates, do not pose a major problem for the
lunar ascent. The sensor specifications obtained in this study are well
within the present state of the art.

This study does not recommend one type of ascent over the other since the
sensor specifications are not sufficiently different to dictate this choice. It
is felt that the mission requirements will be the key factors which will
decide the type of ascent.
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6. LUNAR RENDEZVOUS

A representative rendezvous model has been investigated in which a
nominal cotangential (Hohmann) transfer is used. A representative guidance
and control method was studied and the system has been implemented on the
IBM 7094 computer to generate the data used for establishing the sensor

accuracy requirements for the injection phase and the terminal rendezvous
phase.

6.1 TYPE OF RENDEZVOUS

Either the direct ascent or the parking orbit is suitable for rendezvous
but, due to the launch window sensitivity of the direct launch, the parking
orbit is preferred. Also, the circular parking orbit offers a ''phasing'' capa-
bility between the chaser and target. The cotangential transfer provides a
smooth terminal approach as well as the minimum energy transfer. The
geometry is shown in figure 6-1.

Based on the knowledge of its own altitude, the orbital elements of both
vehicles, and the phase angle between the two vehicles, the chaser computes
the incremental velocity vector required to inject itself into the desired
elliptical ascent to intercept the target and then, at the proper time, applies
the incremental velocity by means of rocket thrust. Injection sensors are re-
quired to observe chaser altitude and phase relationship, Sensors are also
needed for attitude stabilization and velocity cutoff,

Upon traveling the ascent ellipse, when the chaser to target range has
decreased to a preset enabling range, R,, terminal rendezvous maneuvers are
initiated as required to smoothly close with the orbiting target and to match
target velocity at the approximate apo-apsis of the transfer orbit. Terminal
rendezvous sensors are required to observe relative target motion in terms
of the following observables: range, range rate, and line-of-sight rates.
Chaser vehicle attitude references and vehicle stabilization also play a vital
part in the rendezvous.
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6.2 INJECTION ERRORS

Injection errors not only create a dispersion in terminal conditions (and
thereby increase the burden on the terminal rendezvous system) but also
result in increased propellant consumption,

The miss distance sensitivity coefficients for the 180-degree lunar
transfer without rendezvous maneuvering are indicated by table 6-1., These
values are pessimistic since they do not generally represent the minimum

miss condition but rather the miss distance that develops at the desired transfer
angle,

TABLE 6-1

MISS DISTANCE SENSITIVITY COEFFICIENTS
(FOR 30/200-KM LUNAR ORBIT TRANSFER)

Horizontal Vertical .
Error Coefficients Coefficients Units
180°
altitude OM /dh 4,94 oM /or, 1.14 km
be 1 z 1 —_—
km
. km
velocity aMX/a v, 1L0 aMZ/aV1 4,77 /sec
attitude oM /dvy, =2.94 M /oy, O km
X 1 z 1 —_—
deg.
target
lead de/dtl 0.274 aMZ/at1 0 %

6.3 GUIDANCE AND CONTROL

The terminal rendezvous control method utilized in the study is briefly
presented by figure 6-2, which indicates the inertial reference, vehicle attitude
stabilization, type of maneuvering rockets, and the rocket firing schemes
employed. The phase plane of figure 6-3, shows the short range coarse control
of the longitudinal axis, while figure 6 -4 demonstrates the subsequent vernier
control used to enhance the terminal conditions (which form the initial conditions
for docking), The chaser ends up\ahead of the target at a desired standoff
range at essentially zero range rate,
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6.4 DATA PROCESSING

Vehicle trajectories, the propulsion system, the guidance and control
method, and the sensors have been simulated on the IBM 7094 computer.
Injection errors and rendezvous sensor errors were incorporated into the
computer program.

Least~-squares digital data smoothers with a smoothing time of 15 seconds
and a 1-second computing interval were used to improve the accuracy of the
"raw'' observed data. Velocity compensation was afforded in the smoothers
to permit tracking during rocket firing periods. The smoothed signals are
then used for control purposes. A diagram is shown in figure 6-5.

6.5 EFFECTS OF INJECTION ERRORS

Errors of injection into the transfer orbit result in increased propellant
consumption. For example, the curve of figure 6-6 illustrates for a typical
active rendezvous system how the incremental velocity requirement (compared
with the theoretical minimum of the Hohmann transfer) increases with the
error in initial phase angle. In determining the tolerable level of injection
sensor errors, the 3 0 value of injection error is considered to be that error
which results in a 20-percent AV increase over the Hohmann transfer.

Injection errors propagate along the ascent ellipse to produce dispersions
in the terminal conditions. Figure 6-7, a typical rendezvous phase plane
diagram, illustrates the dispersion introduced by injection errors. Corres-
pondingly, the dispersion in elevation angle due to injection errors is shown
in figure 6-8.

6.6 EFFECTS OF RENDEZVOUS SENSOR ERRORS

Errors in the terminal rendezvous sensors not only extend the uncertainty
region of the terminal condition, but also increase the expenditure of rendez-
vous maneuvering propellant. The curves of figure 6-9 illustrate how pro-
pellant consumption (in terms of incremental velocity ratio) increases with
rendezvous sensor errors for a particular rendezvous situation. For each
ratio of error level, 25 computer runs are made with different random sensor
errors inserted. The +3 ¢ deviation from the arithmetic mean is also shown
and is used to establish the allowable level of sensor error. The point where
the actual AV is 150-percent of the Hohmann AV (and intercepts the x+ 3 ¢
curve) is considered to correspond to the 3 ¢ level of sensor error. For the
lunar case shown, the AV for the 30/200-km Hohmann transfer is 75 m/sec

corresponding to a W /Wo of 0.008 for an Is of 300 seconds.
p P
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7. EARTH RENDEZVOUS

7.1 INTRODUCTION

Rendezvous is the procedure of bringing two vehicles into close spatial
proximity while in orbit about the earth. It will play a significant role in
assembling large orbiting facilities which, because of energy restrictions,
must be boosted in sections and assembled while in orbit. Logistical support
of these facilities will also necessitate performance of the rendezvous proce-
dure.

7.2 MISSION PROFILE

A nominal mission profile is assumed for the analyses in which the target
(the vehicle with which rendezvous is to be performed) is in a circular orbit
about the earth at an altitude of 500 to 1000 km. The chaser (the vehicle
performing the rendezvous) is in a 185-km parking orbit coplanar with the
target orbit. The overall rendezvous procedure comprises four sequential
phases: injection, midcourse, active rendezvous, and docking.

7.2.1 Injection

At a predetermined point, the chaser imparts a computed velocity incre-
ment and assumes a transfer trajectory which is cotangential with the target
orbit at the nominal rendezvous point. The transfer trajectory used as the
nominal or reference is the 180-degree Hohmann transfer. This transfer is
chosen on the basis of velocity considerations, the Hohmann being the mini-
mum energy two-pulse transfer between orbits.

7.2.2 Midcourse

The major portion of the time that the chaser is traveling the transfer
orbit, it is in a passive mode; i.e., no thrusting is performed. Measure-
ments may be performed, however, to update the estimations of the state
variables, position and velocity, of the chaser.

7.2.3 Active Rendezvous

When the chaser-to-target range has decreased to a predetermined value
(25 to 50 km) the chaser commences a series of thrusting maneuvers which
cause it to close upon the target in a manner defined by the guidance technique



used. The active phase ends when the chaser reaches a predetermined
range and range rate relative to the target.

7.2.4 Docking

The docking phase covers the time from termination of active rendezvous
to physical contact between the chaser and target. Since this phase will most
likely be performed using manual control based upon visual observations, it
is beyond the scope of this report.

7.3 ANALYSIS

As a means of determining sensor requirements for rendezvous, the
mission profile is combined with various guidance and control methods and
incorporated in various computer simulations (both digital and analog) of the
rendezvous procedure. This procedure allows the effects of sensor errors
on the system to be studied in a parametric manner.

7.3.1 Guidance and Control

e Injection: Since injection is essentially an impulsive maneuver, no
specific guidance and control methods are assumed.

e Midcourse: No guidance techniques are required for this phase since
the chaser assumes a coasting or passive mode during this time.

e Active Rendezvous: The active rendezvous phase takes place during the
last several hundred seconds of travel of the transfer orbit. A guidance
and control technique is used to effect the desired manner of closure on
the target.

Three guidance and control systems studied for active rendezvous are
utilized for the active phase:

a. An automatically controlled variable-thrust level guidance based on
proportional navigation and referred to as modified proportional navigation
(MPN)

b. An automatically controlled constant-thrust level on-off system

c. A pilot controlled constant-thrust level on-off system

Control is separated into longitudinal control and normal control for each
system.




Longitudinal control is exercised by thrusting along the longitudinal axis,
which is essentially aligned with the LOS, to decrease the chaser-to-target
range rate in a specified manner as the range decreases. The range -
range rate relationship is indicated in figure 7-1 by the heavy dashed line on
the phase plane (range versus range rate). This phase plane trajectory is
typical of that resulting when MPN guidance is used. For the constant-thrust
level on-off system, a trajectory which approaches the terminal conditions

between the switching boundaries results. Such a trajectory is indicated by
the dotted line in figure 7-1.

Normal control is exercised by thrusting perpendicular to the LOS and in
the plane of LOS rotation in a direction which nulls the LOS inertial rate.
By nulling the LOS rate, the chaser is maintained on a closing course with
the target. As is seen from figure 7-2, the LOS orientation with respect to

TYPICAL TRAJECTORY
FOR ON-OFF POSITION

IDEAL
TRAJECTORY

SWITCHING REGION

RANGE RATE

RANGE

I750A-VB-154

Figure 7-1. Phase Plane Relationship for Longitudinal Control
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Figure 7-2. Orientation of LOS with Respect to Inertial Space
During Nominal 185-555 km Hohmann Transfer

inertial space varies only slightly during the final portion of the nominal
Hohmann transfer. Consequently, any LLOS rates encountered are, essen-
tially, the result of orbital perturbations and/or improper execution of the
injection maneuver and are relatively minor (i.e., the normal control
exercised is not required to alter the trajectory of the chaser significantly
to effect rendezvous).

7.3.2 Reduction of Errors in Estimated State Variables

Because of errors at injection and orbital perturbations, the chaser
deviates from the reference transfer orbit (the nominal Hohmann transfer)
and the resulting state variables at the rendezvous point will deviate from
the state variables which may be estimated at any point along the transfer
orbit. Errors inherent in the estimation can be reduced by performing
measurements of the relative dynamics between the chaser and target during
the midcourse phase and updating the estimated state variables by a process
utilizing the measured observables. Analysis of the correction procedure is
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limited to determining the optimum combination of observables to be
measured and the relative time at which to perform the measurements.

7.3.3 Observables Utilized

7.3.3.1 Observables for Injection

The injection maneuver may be based upon combinations of one or more
of the following:

a. Altitude

b. Velocity

c. Central angle (between the radius vector of chaser and target)
d. Chaser-to-target range

e. Chaser-to-target range rate

f. Time

7.3.3.2 Observables for Midcourse Correction of State Variables and
Active Rendezvous

Since the rendezvous procedure is one of controlling the relative geometry
and dynamics of the two vehicles, both the midcourse correction of the state
variables and the active rendezvous phases require combinations of one or
more of the following:

a. Chaser-to-target range

b. Chaser-to-target range rate

c. LOS orientation with respect to an inertial reference

d. LOS angular rate with respect to inertial space

7.3.4 Error Analysis

7.3.4.1 Sources of Error

Errors are assumed to occur in the execution of the injection maneuver
and in the sensor measurements during active rendezvous.
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Injection errors may occur in measurement of the observables upon which
the maneuver is based and/or in imparting the velocity impulse required to
achieve the transfer orbit. The resultant errors occur in the chaser state
variables as one or more of the following:

a. a position error
b. a velocity vector error (magnitude and/or direction)
c. a timing error

No attempt is made to separate the sources of the resulting errors (i.e.,
measurement errors or control errors).

Sensor measurement errors occurring in the measurement of observables
during active rendezvous are assumed to have the following forms. Range
and range rate measurement errors have either a bias error, a normally
distributed random error, or both. Each error comprises a fixed component
and a component which is a percentage of the observable being measured.
Angle and angular rate measurements are each assumed to have a normally
distributed random error.

7.3.4.2 Error Criteria

Two error criteria are postulated and used in the study. The first stipu-
lates that any single 30 error at injection shall not result in more than a 20-
percent increase in AV (incremental velocity) over that required for both
impulses of the nominal Hohmann transfer when the rendezvous is performed
with zero sensor measurement errors during the active phase. It is further
stipulated that any single 3 ¢ rendezvous sensor measurement error shall re-
sult in no more than a 50-percent increase in total AV over the nominal
Hohmann transfer., The second criterion allows no more than a 20-percent
deviation in the postulated range and range rate at termination of active
rendezvous when all errors are included on the measurements,

7.3.5 Midcourse Analysis

A two-dimensional analysis is conducted to determine the effect of a mid-
course measurement in reducing the uncertainties in the state variables at
rendezvous. Two factors are investigated: the most effective combination of
observables to be utilized and the best time at which to perform the measure-
ment.

The reference coordinate system used is a local vertical system centered
at the target with the positive X-axis along the horizontal in the direction
opposite the motion of the target. The Y-axis is along the radius vector
from the earth.
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Deviations of the chaser state variables from the reference are represented by

- —

AX

|

AY

These deviations may be_propagated to the point of measurement by a
state transition matrix, [M|. The point of measurement is defined by the
central angle of the target coordinate system from the nominal point of
rendezvous. This angle is the product of the orbital angular velocity of the
target and the time to go to rendezvous, @ T.. Deviations at the measure-
ment point but prior to the measurement are expressed as

A7) = P o]

At this point, the observables are measured and the measurements are
utilized in a_correction matrix [C]. This matrix is used to premultiply the
deviations Al -| , thereby yielding the updated deviations

o] - ] ]
e fore ][]

These are then propagated to the nominal point of rendezvous to obtain the
uncertainties in the state variables at that point.

) en ]
ey ][] i ][]

Measurement of the following combinations of observables, to be used in
the correction matrix, is investigated.

e Range and range rate
e Angle and angular rate
e Range and angle

e Range rate and angle

e Range, range rate, and angle

e Range, angle, and angular rate.
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7.4 RESULTS
As would be expected, the resulting sensor accuracies are dependent upon
the analytical model used and the error criteria applied. Sample results

using different models and criteria are presented below.

7.4.1 Sensor Requirements Obtained Using MPN System

7.4.1.1 Injection Sensor Requirements

It is determined that injection sensor requirements are dependent upon the
relative chaser-to-target range at which the active rendezvous phase begins.
Fuel consumption per unit injection error as a function of the initial range
for active rendezvous is shown in figure 7-3. The fuel expenditures are
based on the MPN system. As shown, greater injection errors can be
tolerated as the active rendezvous starting range is increased.
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Figure 7-3. Injection Sensitivity Coefficients for Initial Range
J Yy
of Active Rendezvous (MPN System)
7-8




Applying the fuel criteria of paragraph 7.3.4.2 to the system for an
initial range of 18.5 km (10 n.mi) the chaser position and velocity accuracies
of table 7-1 are obtained. These quantities are measured in a rotating local-
vertical coordinate system centered at the target.

TABLE 7-1
ALLOWABLE (3¢) POSITION AND VELOCITY ERRORS AT INJECTION

Position Velocity

AX = --- AX
AY AY
AZ

0.9 m/sec

1]

o
NN
=~J

42.25 m/sec

AZ

"
w
W
Qo

7.4.1.2 Rendezvous Sensor Requirements

In the MPN system, the following observables are measured by the
sensors.

e Range
® Range rate
e LOS angular rate

The combined effects of dynamic errors and random and bias sensor errors

on the active rendezvous phase are obtained. Three levels of sensor errors,
considered representative of the 1970 time period, are investigated. These

errors are presented in table 7-2.

Figure 7-4 illustrates the effect of the errors on final position. Bias
errors are incorporated in a manner such that the effect of each adds
"in the same direction', thereby providing a worst case. The total bias
error is represented by a vector as shown. Random errors are indicated by
the ellipses about the ends of the respective bias errors. The allowable
final position error is indicated by the circle of radius 6.1 meters (20 ft).

In figure 7-5, the effects of sensor errors on final range rate are pre-
sented in a similar fashion with the allowable final velocity error set at
6.1 m/sec (20 ft/sec). It is seen that the medium level of errors allows the
rendezvous to be performed with an acceptable level of accuracy while the
high level of errors does not. The medium level is therefore stipulated as
the measurement accuracies required of the rendezvous sensors.
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RANDOM (FLUCTUATION) ERROR LEVELS (lo)

TABLE 7-2
TYPICAL SENSOR ERROR LEVELS

(1970 Time Period)

Type %o
Range[ m Range LOS [mr
Range Range (m) % Range| Rate |\ sec Rate Rate \sec
Low 0.61 0.2 0.03 0.05 0.03
(2 ft) (0.1 ft/sec)
Medium 1.52 0.5 0.15 0.20 0.10
(5 ft) (0.5 ft/sec)
High 3.04 1.0 0.06 0.50 0.20
(10 ft) (2.0 ft/sec)
BIAS ERROR LEVELS (l0)
Type %
Range {m Range LOS (mr
Range Range (m) % Range | Rate sec Rate Rate \sec
Low 0.305 0.2 0.03 0.05 0.03
(1 £ft) (0.1 ft/sec)
Medium 0.61 0.5 0.15 0.20 0.10
(2 ft) (0.5 ft/sec)
High 3.05 2.0 0.6 0.50 0.20
(10 ft) (2.0 ft/sec)
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7.4.2 Sensor Requirements Using On-Off System

7.4.2.1 Injection Sensor Requirements

Injection errors determined by simulating the automatic control on-off
system on a digital computer are presented in table 7-3. The program
computes the velocity expenditures required during active rendezvous to
compensate for the injection errors and the criteria of a 20-percent maxi-
mum velocity increase (paragraph 7.3.4.2) is applied. State of the art
capabilities are also presented for comparison.

TABLE 7-3
INJECTION SENSOR ACCURACY REQUIREMENTS

State of the art

Symbol Quantity Sensor Accuracy (30) Accuracy (30)

Ah Altitude 4.0 km (2% of R) 200 m (0.1% of R)*

AV Velocity 2.0m/sec 0.3 m/sec

Ar Pitch Attitude 4.5 deg 0.3 deg

AY Yaw Attitude 26.6 deg 0.3 deg

Ad Central Angle 0.19 deg - - -

AR Range 2.7% of R 0.1% of R

At Timing 43.2 sec 3 sec

Aij Inclination 0.26 deg 0.1 deg

* A radar altimeter can measure terrain altitude to this accuracy, but it
cannot measure absolute altitude with this degree of precision.

7.4.2.2 Rendezvous Sensor Requirements

Range and LOS angle are measured by the automatic on-off system sensor.

The time derivitives are then obtained by onboard computations.

To determine the effects of sensor errors during the active phase of
rendezvous, a computer program is used to make a series of runs utilizing
various noise levels on the sensor measurements. To provide a standard of
comparison, all runs have a -0.3 m/sec velocity error at injection. Ten
runs are made at each noise level with a different random number routine.



None of the noise levels degrades system performance sufficiently to prevent
rendezvous. The ratio of angular noise to range noise is taken as

T, (mr) = 30 R (% of range)
Comparison is made of the velocity expenditures for each run with the

velocity required for the ideal Hohmann transfer. The results of this com-
parison are shown in figure 7-6 in the form of increased fuel required as a
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function of noise level on the sensor measurements. The rendezvous sensor
requirements are based on an interpretation of these results. It is arbi-
trarily specified that the point where the 100-percent line (maximum of the

of 1.5 constitutes a reasonable level

AV
AV
of accuracy. Using this criterion, thIé'I results compared with a state of the
art rendezvous radar system are as shown in table 7-4.

10 samples) uses a velocity ratio

TABLE 7-4
COMPARISON OF ACCURACIES
State of the Art
Quantity Sensor Accuracy (30) Accuracy (30)
Range* 0.3% of R or 30 m 0.1% of R or 10 m
Angle 9 mr 3 mr

% The required range accuracy is a percent of range or a fixed range
whichever is larger.

7.4.3 Dynamic Range Requirements for Rendezvous Sensors

Figures 7-7 and 7-8 show the range rate and LOS angular rate for nominal
Hohmann transfers to various target altitudes. At ranges below 75 km, the
magnitude of the range rate is seen to vary between approximately 50 and 225
m/sec. The magnitude of LOS angular rate is seen to vary between 0 and
0.4 mr/sec over the same ranges. Larger values of LLOS rate will very
likely result as the chaser deviates from the nominal trajectory because of
errors and perturbations. Allowing for such errors, the dynamic ranges
given in table 7-5 are postulated.

TABLE 7-5
RENDEZVOUS SENSOR DYNAMIC RANGE REQUIREMENTS

Dynamic Range

Quantity Measured Min. Max.
Range 0 25 km (for 18.5-km acquisitionrange)
0 80 km (for 75-km acquisition range)
Range Rate -350 m/sec 100 m/sec (opening)
(closing)
LOS Rate -2 mr/sec 42 mr/sec
Gimbal Angles,
Elevation and Azimuth|-20 deg +20 deg
(nominal values)
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7.4.4 Results of Midcourse Analysis

As would be expected, the more observables measured the greater is the
reduction in the uncertainties of the state variables.
studied, the matrix utilizing range, range rate, and angle provided the best
Of the matrixes using two observables, the matrix using range and
These matrixes are given in table 7-6.

results.
range rate gave the best results.

TABLE 7-6

CORRECTION MATRIXES

Of the six combinations

R -

R

X
2
LR

R. - R -3xR9']

o 2 20 .
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The position uncertainties at rendezvous, obtained using the matrixes, are

presented in figures 7-9 and 7-10.
the ordinate and w

Position uncertainties are plotted along
at the time of correction is plotted along the
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1 AYI, AXI, AYI.

For comparison, the injection errors and the resulting uncorrected position
uncertainties at rendezvous are presented in table 7-7.

abscissa. A curve is included for each injection error: AX

TABLE 7-7
INJECTION ERRORS AND RESULTING UNCORRECTED POSITION
UNCERTAINTIES AT RENDEZVOUS

Position Injection Error

Uncer- ) -

tainties AXI =1.85 km AYI = 1.85 km AXI = 3.05 m/sec AYI=3.05m/sec
AXf 1.85 km 30 km -23.4 11.5
AYf 0 13 km -11.3 5.55

7.5 CONCLUSIONS

It appears from the analyses performed that state of the art sensor capa-
bilities are sufficient to perform a rendezvous. However, as mechanization
and dynamic errors are introduced, sensor requirements become more
stringent.

Qualitative results obtained from an analog simulation of pilot controlled
rendezvous indicate that measurement and data processing requirements
need not be as rigid when a human is in the control loop. This is due pri-
marily to the ability of the pilot to smooth the data presented to him.

There is a direct relationship between sensor inaccuracies and the pro-
pellant consumed during rendezvous. Therefore, increased sensor accuracy
will result in lower fuel requirements.

By taking one or more measurements during the midcourse portion of the
transfer orbit, the true state variables at active rendezvous are known with
a greater degree of precision, thereby allowing more accurate correction
maneuvers. However, it appears that the injection and active rendezvous
phases can be performed with sufficient accuracy to preclude the need of
midcourse correction. Furthermore, should a provision be made for a
midcourse correction procedure, a more sophisticated method would be to
take measurements at a number of successive points and smooth the result-
ing data, thereby making greater use of equipment and information at hand.
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